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Foreword
This report provides a broad overview of global Earth

system modeling in the Mission to Planet Earth (MTPE) era
to the multidisciplinary audience encompassed by the Global

Change Research Program (GCRP). This audience includes

physical scientists, social scientists, and policy-level

managers.

Brevity has been somewhat sacrificed in favor of retaining

background material so that a soil scientist, biologist,
chemist, or economist may obtain a reasonable grasp of how

the atmosphere, the ocean, or radiative processes are handled

in a global model--without having to read a large collection

of reference material. Thus, the individual specialist may

find certain sections overly familiar. This multidisciplinary

coverage should provide the necessary impetus toward a

fuller participation by the seientific disciplines involved in

and required for the development of the next-generation

global Earth systems models.

The Earth Observing System (EOS)----_e centerpiece of
MTPE--is covered in some depth to provide the reader with

a feel for the next-generation space-baseA instnm_ents, and

what they are intended to deliver. Other operational and

planned observing systems, which together with EOS
comprise MTPE, have only been mentioned briefly, with

references provided to details in other documents.

Requirements for observations and long-term monitoring are

covered throughout the report. The term "MTPE era" is

used in a generic sense to refer to the need for global
observational coverage with long-term time continuity and a

heavy reliance on remote sensing to fulfill this need; of
course, independent supporting, ground-based observations

are needed to complement the space-ba._d components of
Mission to Planet Earth.

This review is based on presentations and discussions held

during the NASA Climate Modeling Workshop of
November 13-15, 1991, in Alexandria, Virginia, and on an

extensive survey of available scientific literature. Over 50

national and international experts representing virtually all

scientific disciplines participated in the workshop, as well as

representatives of most major research institutions and

Federal agencies.

The efforts of NASA's Office of Mission to Planet Earth

and the -Earth Science Support Office in organizing the

workshop and in preparing and publishing this report are

gratefully acknowledged.
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Executive Summary
A major part of the "global Earth system" is composed of

the atmosphere (troposphere, stratosphere, and mesosphere),

the hydrosphere (oceans and other important elements of the

hydrological cycle such as lakes, rivers, and subterranean

waters), the land surface and biosphere (soils, vegetation

cover, continental fauna and flora, and fauna of the oceans),
the cryosphere (the ice fields of Greenland and the Antarctic,

other continental glaciers, snow fields, and sea ice), and the

geosphere/lithosphere (continents and their topography,
ocean bottoms, the Earth's crust and molten core,

gravitational fields, geomagnetics, Earth rotation, volcanic

and earthquake processes, etc.). Recent additions to this list

are the chemosphere (chemical constituents and exchanges)

and the technosphere (technology, anthropogenic forcing,

etc.). The system is in a continual state of flux, with parts of

the system leading and others lagging in time. The highly

nonlinear interactions between the subsystems tend to occur

on many time and space scales; therefore, the subsystems are

not always in equilibrium with each other, and not even

necessarily in intemal equilibrium.

Time scales of global system fluctuation and change are
describe_J in Section 2. It should be noted that as the

characteristic time scale of a global system event or feature

increases, so does the space scale. Correspondingly, more

and more components and subsystems are involved

physically and interactively in defining the state of the

composite system, which imposes more comprehensive and
stringent requirements on global monitoring systems and on

global models.

Section 3 provides a rubric for modeling the global Earth

system, as presently understtx)d. Deficiencies in

observations and monitoring strategies and the limitations of

the present generation of global models are highlighted at

the end of each major subsection. Given the dynamic and

interactive nature of the actual physical global Earth system,
one may deem the subdivision of this section to be

somewhat arbitrary. For example, clouds and water vapor,
radiative processes, greenhouse gases, ozone, aerosols, and

dust am treated separately, even though they am an integral

part of the atmosphere and processes within the atmosphere
that control or modulate the global Earth system. This is

partly because of the historical evolution of science and the

current separation found in scientific specialization. No

doubt, their boundaries will dissolve in the future, but they

have not (generally) yet. On account of the complexity of

the Earth system, it is generally felt that a hierarchical set of

models is needed, with complementary resolutions and

functional capabilities. Eventually, they all need to be inter-
linked to perform as an emsemble that emulates nature. The

critical issue of the parameterization of physical processes
also receives attention in this section.

The ability of models to predict the future state of the

global Earth system and the extent to which their predictions

are reliable are covered in Sections 4 and 5. Although

substantial progress has been made over the past 10 or 20

years, an equally substantial research effort is required over
the next decade or two to reduce the uncertainties in

predictions and to improve the mathematical (model)

representation of physical processes.

The "engineering" use of global system models (and

predictions) is covered in Section 6. The term "engineering"

implies that an absolutely accurate mathematical depiction
of the global system is not possible at this time, and that the

various simplifications are necessary to approximate the real

physical system. These approximations will presumably

undergo improvement and changes with more research.

Such improvements can only arise through much better and

comprehensive observational methtxts and monitoring; thus,

the need for a stable and true global Earth observing system

receives emphasis. Even with the deficiencies of present
models of the global system, they provide a framework for

future policy planning if used correcdy and pragmatically in
an "engineering" sense. Prior to such application, it would

be essential that existing global model prediction capabilities

be explained and defined exactly, together with a_sumptions

and limitations, in a language understmadable to a lay user of
model-generated information. These individuals need not

fall within the bounds of the modeling community. The

interaction between global models (i.e., predictions) and

impact assessment and policy guidance am also briefly

covered in this section. Until absolutely correct predictions

can be attained, all future scenarios of the state of the global

system or its "climate" will need to be updated and revi._,M

regularly (operationally) to guide policy decisions.

With the advent of satellite remote sensing and true global

coverage, but not necessarily (directly) the geophysical

parameters needed for monitoring and modeling, there is an

increasing need for improved transform algorithms and better

methods to assimilate this information into global models.

Some of the._ aspects are covered in Section 7. Of particular

importance, perhaps, is the need to improve data assimilation

schemes so that data sets am available for rese.arch purposes
and for the initialization of prediction models.

Future monitoring and data requirements are detailed in

Section 8. As improvements are made in both models and

observing system technology, these requirements may

change, but it is felt that fundamental requirements am

already reasonably wen-known, even if the corresponding

v
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data are not presently collected. Global coverage and long-

term data continuity must be secured.

Section 9 covers the NASA-initiated concept "Mission to

Planet Earth," which employs space- and gronnd-based

measurement systems to provide the scientific basis for
understanding global change. The centerpiece of Mission to

Planet Farth--the Earth Observing System--includes a

series of polar-orbiting and low-inclination satellites to

provide long-term observations of the land surface,

biosphere, solid Earth, atmosphere, and oceans. In tandem

with NASA's EOS Program, the polar-orbiting and mid-

inclination platforms from Europe, Japan, and the U.S.
National Oceanic and Atmospheric Administration (NOAA)

form the basis for a comprehensive International Earth

Observing System (IEOS). EOS instruments are also briefly
described in this section to give the reader a feel for the

range and scope of the next-generation satellite platforms

and what they are expected to deliver.

Section 10 concludes this review with general remarks

concerning the state of global system modeling and
observing technology and the need for future research.

Specific recommendations for research are contained under

subject rifles throughout the report. Key areas for research

and development include the following:

Modeling and Data----A comprehensive
observational database for initializing and

validating model predictions is needed. This

includes paleoclimaric data for validating model

predictions of past climatic states as well as
currently observed data. Long-term records of key

climate parameters are needed in order to properly
validate medel integrations for periods of several

years. Observed data also have an important role

in the development and improvement of model

parameterizarions of subgrid-scale climatic

processes.

Space- and Ground.Based Research--In situ
and theoretical studies of physical, chemical,

biological, and geological processes must be

complemented by comprehensive spaced-based

observations to provide global coverage of key

environmental parameters. Processes such as air-

sea interaction, atmosphere-biosphere interaction,

convective and precipitation processes, and cloud-

radiation feedback need special attrntion in order

to improve key parametedzations and to facilitate

interactive coupling of model components. Long-

term monitoring is essential to describe the

dynamic and changing nature of the global

system.

]

• Data Assimilation----Obtaining information from

a complex suite of observing systems in a usable

form for modeling requires the development and

application of a model-based data assimilation

methodology to produce research-quality data sets.

These data sets will incortx)rate model dynamics

and physics to get the best possible and most
consistent fit of variable fields to the observed

data. As such, they will represent value added to

data sets of the original observations, and are

expected to form the database for most modeling

development and applications.

• Parameterization and Scaling--A major

comtxmemt of required re.,_rch involves

development of improved parameterizations of

subgfid-scale processes. Such parametedzafions

include convective clouds and precipitation, clond-
radiation interaction, land surface hydrology and its

interaction with the atmosphere, air-sea intetaO.km

proces._% atmosphere-biosphere coupling, and

subgrid-._ale sea-ice dynamics. As model

resolution is increased, some pammeterizations can

be replaced with explicit formulations, and other

parameterizations can be m_e more physically
realistic.

• Computers--The availability of greatly increased

computer resources, with speeds and capacities up

to 1,000 times those of present-generation

systems, will be essential for further significant

progress in global climate/Earth system modeling.

Hopes are focused on massive parallel

supercomputer systems, but they will require

complex software code development. The
Government-wide high performance computing

initiative is directed towards maximizing efficient

use of state-of-the-art computational architectures.

• Total Earth System Modeling--The ultimate

goal is to develop a comprehensive dynamically,

thermally, and chemically interactive model of the

physical-biological Earth system. Such a total

Earth system model would be driven by only two

truly external forces solar radiation and

gravity--although anthropogenic influences such

as atmospheric and oceanic pollutants and changes
in the land surface could be treated as variable

"scenarios" that would have the effect of external

forcings. The choice of scenarios would likely
continue to be determined by policy

considerations. Although the physical-dynamical

parts of an Earth system model either already exist

or are well along in development, the chemical

and biological components are less advanced and

will require focused effort in the next several

Vi



years.Recent evidence linking the climate of the
Earth with solar fluctuations and solid Earth

geology need to be explicitly incorporated into

Earth system models. Increased remotely sensed

and other observations will be needed, along with

pertinent field experiments, in order to improve

understanding and modeling of these components

and their coupling to physical and dynamical

components.

Future Research Framework for Earth System

Modeling--Although substantial progress has

been made over the last decade in modeling the

Earth system, each incremental improvement has

led to expanded requirements for observational

data, field experiments, process studies, and

improved model numerics. To the extent that

these ancillary requirements are met, the next

decade should witness significant progress in

model development and predictive capability.

Future models should substantially reduce

uncerlainties of present prediction models and

should provide much clearer guidance for

policymakers. In conjunction with the improved

monitoring capability provided by EOS and other

observing systems and improved computational

power, these future models will provide a more

precise basis for determining the impact of

environmental change on the world's socio-
economic activities.

v|l
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1. Introduction:

The Global System
A major part of the "global Earth system" consists of the

physical system--that is, the atmosphere (troposphere,
stratosphere, and the mesosphere), hydrosphere (oceans and

other elements of the hydrological cycle such as lakes, rivers

and subterranean waters), the land surface and biosphere (the

soils, vegetation cover, continental and oceanic fauna and

flora), the cryosphere (the ice fields of Greenland and the

Antarctic, other continental glaciers, snow fields, and sea

ice), and the geosphere/Iithosphere (continents and their

topography, ocean bottoms, the Earth's crust and molten

core, the gravity field, as well as mantle convection and

tectonic crust deformation, geomagnetic flow patterns in the

liquid core, mantle-core interaction, gravity field changes due
to mass movements, volcanic and earthquake processes,
Earth rotation, etc.) (ICSU 1987). Recent additions to this list

are the chemosphere (chemical constituents and exchanges)

and the technosphere (technology, anthropogenic activity,

etc.). The system is in a continual state of flux, with parts of

the system leading and others lagging in time. The highly

nonlinear interactions between the subsystem tend to occur

on many time and space scales. Therefore, the subsystems
are not always in equilibrium with each other, and not even

necessarily in internal equilibrium. Due to the complexity

and interactive nature of the global system, it has been

convenient to select a combination of its components and

define this set as the "internal" system, considering the

remaining components as the "external" system (Peixtto and
tort 1984). By and large, the separation is made on the basis

of the characteristic time scales of change of individual
components of the system. The

precise selection of components

forming the intemal system often

depends on the ability to model the

system, including interactions

between subsystems, as well as the

"objective" of the model. Currently,

the "climate system" represents the

closest global models have come to

approximating the actual total global

Earth system. Details are presented
in this report.

Figure I illustrates several of the

components and interactions

involved in the global system. The

atmosphere is the fastest changing

component of the global system and

also the most responsive. In the past,

the atmosphere alone was regarded as the

prominently dynamic, and changing, part of

the global climate system. The other components of the

global system were thought to be more static, thereby

extemal in a global model; they were involved only in the

specification of boundary conditions. However, the strong
coupling between the atmosphere and oceans has forced the

recognition that both subsystems must be considered as a

more complete internal system. Climate variability during

the recent history of the planet has demonstrated that the

cryosphere needed to be included in the internal system. This
introduced the notion of the global system wherein the

atmosphere, hydrosphere (especially oceans), and the

cryosphere were defined as internal interacting physical

components of the system and the lithosphere, biosphere, and
geosphere as external components. These external

components are now beginning to be recognized as critical

and interactive parts of the global system that must be

modeled adequately (especially interacting with the

atmosphere) before prediction is possible. To the above,

simplified definition of the global system must be added

anthropogenic forcing and other influences due to changes in

solar output and orbital fluctuations. Furthermore, when

studying or modeling the physical processes that link any two

components of the global system, elements of other

components of the system are inextricably involved. For

example, atmosphere-hydrosphere coupling must include
processes involving moisture recycling through vegetation

and the upper layers of the land surface/soil.

Though somewhat arbitrary, the above distinctions have had

an important impact on the evolution of how the global system
is mathematically modeled and how the models are used for

prediction purposes. These distinctions have been influenced

strongly by the characteristic time scales of variability of the

various components and subsystems of the global system.

OUTER SPACE

Cosmic Maledal(e.g Meteorites) (e. g C:hange _ k_tenrdty ) (eg Tides)

C02. 1420. N2; 02. ATMOSPHERE
03. so 2, etc. Aeroso_ /3, " ¢.jn,_._ _O 2 H2G

TROPO_:_HERE ( 4 -8 day= )"',r ...... _ H2SI SO,i
BIOSPHERE CHYOSPHERE _.,'otas

Ak - Eliota- Land _S_w Ak - Precioitation

Ip_" 1/_,.-,*60_)/t;z._,,'N--_,,_lL ,,=,.=,,,.,,,wNs,,,= l] _,
( ,,o=_.,oep.= ) t..u_ t @

\ __ _ _, ,.-S¥XS'_--,_"_'q r ...... -T---
\ UTHOSPHERE ,,_ \ II,_--'_Z_'.'_:""A,._.-o_. _ I

G,owlh_ { I Oe'°reslal_n_ll I Weatheang) I \ /

I,.._.._o_..,,_o_ o,[e.O CommentAI O,fl. I I ( • g Change m (¢ g VoP,.anic
om_-_t,y ) I [ Sa_y) Eruptions)

Figure 1. Schematic illustration of various components and

interactions in the clbnate system. Source: Bach 1984.
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0 Time Scales of

Fluctuation and

Change
A linear separation of phenomena according to time scale

(for discussion purposes) does not preclude significant

interaction between them. Slowly varying global

fluctuations can modulate higher frequency phenomena and

should be regarded as large-scale constraints or forcings on

the coupled global system and the characteristics and
distribution of the system's "weather" and "climate." This

implies that even if specific events cannot be fully predicted,
it would still be useful to be able to predict the average limits

or thresholds between which the ensemble system fluctuates.

An in situ (space or time) extrapolation may then be made to
transform the predicted information into something useful,

such as the distribution of events occurring within the

system. Detailed knowledge would, however, be required of

the structure of the ensemble of finer space and time scale

phenomena, as well as an accurate specification and/or

classification of the state of the slowly varying components

of the global Earth system.

Fluctuations of the global system and their

consequences on time scales, from weeks to decades and
longer, are briefly described below to provide perspective

to aspects of the system's variability (adapted from
Unninayar 1986):

1 Day to a Few Weeks--Weather, the effects of

which are immediately fell is but a short-time

atmospheric system fluctuation due to internal

instability processes that aim to reestablish mass,

momentum, or heat balance on certain space-time

scales. Social and economic impacts due to

extreme weather events can be great but are

usually localized (e.g., wind bursts, flash floods,

tornadoes, hurricanes). On a synoptic scale,

atmospheric models can make predictions up to

about a week. Beyond a few weeks, boundary

conditions or coupling with the land and ocean

surface become important. Partial, longer term

atmospheric memory may exist indirectly through

long-wave systems in the atmosphere that are

geographically positioned for dynamic and

thermodynamic reasons. At present, initialization
and other errors in numerical models of the

atmosphere, which grow at each integration time

step, degrade daily weather forecasting skills

beyond a few weeks.

2

Months to 1 Year The annual cycle is strongest

in this time range and is determined largely by the
orbital position of the Earth with respect to the

Sun. The change from summer to winter due to

the tilt of the Earth's axis from its orbital plane

and the climate system's responding to this annual
fluctuation in solar radiation are well-known facts.

Predicting the severity (cold/hot, wet/dry) of the

next season, however, is not simple. Processes

that integrate recent history (e.g., months to a

year) with present system state need to be taken

into account; atmosphere-ocean and atmosphere-

land surface/biosphere interactions are important.

Also important are 30- to 60-day fluctuations that
modulate surface weather as the waves propagate

around the globe. Effects are larger---entire
national economies can be affected--and the

space scale is regional or global.

1 to 10 Years--Interannual variability involves

more components and processes of the global

system. Atmosphere-ocean coupling is of

particular significance [e.g., warm Pacific sea

surface temperature (SST) anomalies and the
occurrence of El Nitlo/southem oscillation

(ENSO) phenomena]. Anomalies associated with

ENSO can be persistent (12 to 18 months) and

affect large areas of the word (WMOAJNEP
1986, 1987). The recurrence period of ENSO

events is between 2 and 7 years. The El Nil'to

signature is also apparent in changes in the Earth's

angular momentum (rotation speed/day length)

(Rosen et al. 1983). Thus atmosphere/ocean-solid

body (Earth) interactions are likely to be

important, involving momentum exchange

processes in which tectonic plate movements and

earthquakes may participate (Oort 1985).

Economic impact can be substantial (estimated at
over $10 billion for the 1982-83 El Nitio even0

and of global scale.

10 to 100 Years--Changes in this time scale are

usually designated as long-term trends.
Fluctuations of significance are interactions and

external influences that modulate the atmosphere

and the ocean circulation. For example, there is
evidence that the difference in SST anomalies

between the Northern Hemisphere oceans and

Southern Hemisphere oceans are related to the

long time scale (greater than 15 years) fluctuation

in the rainfall over the Sahel (Folland and Parker

1985). The physical mechanism for this

relationship is hypothesized to be the effect of the

global distribution of SST on boundary layer

moisture convergence and the intertropical
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convergence zone (ITCZ). Greenhouse gases

(GHGs) and atmosphere-cryosphere and
atmosphere/biosphere land surface interaction are

likely to play a part in determining variability in
the decadal time scale. Also of relevance are

ocean-ice interaction, especially in the Antarctic

(Gordon and Comiso 1988), and the exchange of
angular momentum between the solid Earth and

the atmosphere (tort 1985). Solar activity and

lunar effects (gravitational) also show

relationships to wet/drought sequences of fairly
long duration (Mitchel 1976) and other

atmospheric and surface climate features (Van
Loon and Labitske 1990). The situation is

complicated by interaction between climate

changes and social practice (e.g., overgrazing,
deforestation, desertification), which could affect

surface albedo, moisture-recycling mechanisms,

radiation balance, and, consequently, climate. If
present trends continue, the combined

concentration of atmospheric CO 2 and other

GHGs are radiatively equivalent to a doubling of

CO 2 from preindustrial levels, possibly as early as

the 2030s, accompanied by an increase in global
mean temperature between 1.5 and 4.5°C and a

sea level rise of 20 to 140 cm (Houghton et al.,

IPCC 1990, 1992). Impacts are likely tobe
substantial--widespread disruption and

dislocation of societies can occur if "anomalous"

conditions persist for many years. Even if CO 2

levels are reduced drastically, 10- to 100-year time
lags introduced by the ocean would ensure

persistence.

100 to 1,000s of Years--History documents

rather drastic consequences of climatic
fluctuations in this time scale. Entire civilizations

have been forced to relocate or have been

eliminated because of climate change. Historical

evidence points to major sea level changes and

large-scale floods, or mini ice ages. Ice-ocean and

ocean-atmosphere interaction processes appear to

play a dominant role, as do changes in greenhouse

gas concentrations (CO 2, CH4, etc.), solar

activity, and orbital parameter fluctuations.

Changes in the frequency of volcanic activity,

tectonic plate movements, and Earth mantle-core

interactions are also likely factors.

10,000 to 1,000,000 Years--Climate variations in

this time scale include the major glacial/interglacial
cycles during the Quaternary period that are

believed to have been initiated by changes in the
Earth's orbital parameters, which in turn influence

the latitudinal and seasonal variation of solar energy
received by the Earth (the Milankovitch Effect)

(Berger 1980). All components of the climate

system interact on this time scale. Some

interactions could lead to abrupt change of much

shorter time scale, even though the processes

leading to the abrupt change are of longer time

scale. An example is the Younger Dryas cold

episode, which involved an abrupt reversal of the

general wanning trend in progress around 10,500

BP as the last episode of continental glaciation

came to a dose. The event was of global

significance, though the signal was the strongest
around the northern Atlantic Ocean. Broecker et al.

(1989) suggest that the large-scale melting of the

Laurentian ice sheet resulted in the influx of huge

amounts of low-density freshwater into the northern

Atlantic Ocean, which reduced deep water
production there. Consequently, the thermohaline

circulation, involving a northward flow of water

near the ocean surface sinking in the subarctic

region, and return flow at depth was affected,

altering sea surface temperatures globally (Street-

Perrott and Perrott 1990; Houghton et al., IPCC

1990). Thus, fluctuations in the hydrological cycle

involving the atmosphere, cryosphere, the oceans,

and land surface/biosphere are also important

Impacts are worldwide and large, including large

changes in sea level of perhaps 1,000 m or more as

implied in Sumerian and Biblical records. Though

the 10,000- to 100,000-year time scale appears at

first glance to be irrelevant for a 100-year forecast,

it would be important to know exactly where in this
long-term system fluctuation the planet is in at the
present time.

Millions of Years--Fossil and paleoclimatic

records point to catastrophic changes

approximately every 25 to 30 million years that
were involved with the mass extinction of entire

species on the Earth. For example, the dinosaurs
that dominated the world for over 100 million

years were rather abruptly terminated; a lack of

intelligence for survival is an unacceptable and
somewhat arrogant concoction. Humankind

(including homonids, etc.) has thus far managed a

mere 5 million years. Several theories exist: Most

refer to impacts by large comets or asteroids

(detected by an abnormal eadchment in iridium or
other noble metals) that caused a terrestrial dust

cloud of such extent that sunlight was blocked out,

or that an unseen companion star to the Sun (an as
yet undetected black hole or brown dwarf in a

highly eccentric orbit) initiated intense comet

3



showers.Someevidence(e.g.,mammothsthat
wereinstantlyfrozenandrecentlyexcavatedina
frozen,notfossilized,state)pointstoabruptshifts
oftheEarth'saxis.A thirdscenarioreferstothe
largeriseandfallofsealevel(alongwithchanges
in icecover/extent),whichissupportedby
evidenceofextensiveblackshaledepositsmade
possiblethroughtheextinctionofbiotabyanoxia.

Concluslons/Recommendations. As the characteristic time

scale of a global system event or feature increases, so does

the space scale. Correspondingly, more and more

components and subsystems are interactiveIy involved in

defining the state of the system. This imposes special

requirements in monitoring systems and models. Slowly
varying components of the global system (e.g., the middle

and the deep ocean) can modulate the frequency and

distribution of more rapidly changing components (e.g., the

atmosphere).
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3. Modeling the Global

Earth System
Prior to modeling, or in tact monitoring the global system,

the goals or objectives of the exercise must be defined and

specified. If a range of prediction Lime scales are chosen

(e.g., 2 weeks, 1 year, 10 years, and 100 ye_s), then a range

of models would usually be required of differing complexity,

resolution, and scope. That is, it would be pointless for a

model designed to predict a mesoscNe event, such as a

locNized thunderstorm, to concurrently contain the

mathematics (and subsystem components) necessary to
predict tectonic plate motion or deep ocean circulation. The

converse is also true, unless significant interaction occurs

between the subsystems involved. In a model, all

subsystems not explicitly (i.e., mathematically) included

must be incorporated in the specification of boundary

conditions, initial conditions, or forcing functions; this
would require a continual global monitoring of the state of

these subsystems. As the prediction objective expands in
scope to include longer and longer time scales, the prediction
model must include interaction with more and more

components of the global Earth system.

For example, for forecasting weather (a time scale of a

few days), the ocean surface temperatures may be regarded

as constant over "weather" thne scales. Similarly, the
amount of solar radiation reaching the Earth, the

distribution of vegetation and soil, and so forth, may be

assumed or prescribed as fixed. A prediction model
designed and developed to address an objective of

predicting the state of the global system 3 days ahead needs

to be prim,'u'ily concerned with the changes within the

atmosphere, though interaction with the land and ocean
sm_ace needs to be taken into account. On seasonal and

interannual time scales, fluctuation in at least the upper
layers of the ocean needs to be taken into account; thus,

coupled models need to include the thermodynamics of the

upper ocean circulation and interactions at the atmosphere-

ocean interface. On longer time scale (e.g., 100 years) the

entire ocean circulation must be modeled in any prediction
scheme as well as a dynamically interactive land surface

and biosphere. Using similar arguments, variations in

orbital parameters may be assumed to be constant, on a 1-

to 10-year time scale but not so on a 100- to 1,000-year time

scale. For a full comprehension of the carbon cycle and

atmospheric CO 2, the carbonate-silicate geochemical cycle

is involved where atmospheric CO 2 dissolves in rahlwater,

forming carbonic acid (H2CO 3) which erodes surface rock,

releasing calcium and bicarbonate ions into the groundwater
flowing inlo the ocean.

Ideally, observations commensurate with the time scales

involved are required to understand the physics and

chemistry involved in the forces acting on the system and the

interactive feedback processes taking place within and
between component subsystems. The luxury of a complete

observational record of all components and processes of the

global system is presently not available to science despite

ingenious methods of reconstructing the history of the planet

from paleo and proxy records. Advances in modeling and

monitoring will at each step be constrained by the existing

(at any point in time) understanding of processes, available

computer power, and observational technology, leading, by

necessity, to approximations and assumptions. These
constraints would impose limits on the theoretically possible

"model" Earth system's prediction time and space scales--
limits that introduce uncertainties in the future state of the

system predicted by the model.

Conclusions�Recommendations. It is presently impractical,
if not impossible, to construct the ideally required global

Earth system model of very high resolution (possibly 100 m

to 0.5 km) with all components dynamically interacting with
one another. Advantage needs to be taken of the differences

in the characteristic time scales of change between the

various components and processes of the global system in

order to construct a viable engineering approximation for

the components and processes of practical and specific

interest. To do this, the modeling objective in terms of its

prediction time range should be specified. A hierarchical set

of models of differing complexity and resolution may be
required to "address global system prediction objectives of

short to very long ranges. Observational records

corresponding to the space and time scale of the features of
the global system being modeled are required for

monitoring, process studies, model initialization, and
validation.

Given the complexity of the global system, a long-term and

substantive effort is required in comprehensive

observational field experiments and in improved global

nwnitoring and modeling technology. Concurrently,

analysis and diagnostic research is required to verify and

validate the capabilities of Earth system models;for this,

past (including paleo), present, and future observational
data are required.

In order to simulate or predict events or the future state of
the system, more and more components and interactions

need to be explicitly modeled as the prediction time range

increases. Those components or processes not explicitly
modeled must be monitored accurately in order to construct

the specification of initial or boundary conditions to the
partially modeled global system.
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3.1. 7_pes of Global System Models
Possibly the most advanced mathematical-numerical

models dealing with the global Earth system are those

developed to investigate and predict the atmosphere' s and

the ocean's general circulation---climate and climate change.

There are many other sophisticated models designed to

simulate the dynamics of ecosystems, soil, ground

hydrology, nutrient cycling, plant and animal populations,
the transport of pollutants in the air and water, and so on, but

they are typically applied to in situ or, at best, subregional

(i.e., about 1 to 10 km 2) problems. One of the challenges in

global Earth system modeling is to determine how these in

situ processes are to be incorporated in global models with

substantially larger space scales (10,000 to 62,500 or even

250,000 km2). The inverse problem is just as acute--

namely, how to improve the accuracy and representativeness

of the output (predictions) of global models at the individual

model grid-scale level, and the interpretation of model-

simulated or predicted system state variables for in situ and

subgrid-scale applications.

An elemental cubic volume of 250,000 km 3 that

represents the algebraic/numerical approximation of an
infinitesimal mathematical point in differential calculus is,

indeed, a very large volume even if it is small relative to the
size of the total Earth system. Even at this coarse resolution,

many model computational grid points are required, as are
observations to measure the actual global system. Much

action and interaction takes place below this resolution (i.e.,

most weather); thus, there is the need to parameterize all

small subgrid-scale processes (i.e., transport, transfer, and

exchange processes) in terms of the large-scale variables

explicitly resolved by the model. Common examples of

parametric representations are the relation of the net
turbulent and/or convective transport of heat, momentum,

and moisture through the planetary boundary layer to
conditions at the surface and at the top of the boundary layer.

Another example is the parameterization of heat and

moisture transport by deep moist convection in terms of

resolvable vertical profiles of temperature and moisture.

There are two basic approaches to parameterization,

namely inductive and deductive (Randall 1989). The

inductive approach pioneered by Smagorinsky (1960), and

recently pursued by Slingo (1980, 1987), in the context of

cloud parameterization seeks to identify intuitively plausible

relationships between unknowns (such as cloud amoun0 and
known (or currently measured) variables of the problem,

such as relative humidity, static stability, or vertical velocity

(usually a kinematicaUy computed, not measured, variable).

The resulting parameterization is called "empirical" even

though scatter diagrams or other systematic observational

bases are often not presented. A disadvantage of the

inductive approach is that it lacks the theoretical
underpinnings and observational evidence that may indicate

its limits of applicability. This statement should, perhaps,

not be taken too seriously because even if theoretical bases

are used in the initial conceptual formulation of a

parameterization, the approximations and simplifications
applied could render the final product just as obscure as an

intuitive guess.

The deductive approach is based on the concept that the

development of parameterizadons should proceed, as far as

possible, from general (and basic) physical principles. Thus,

a deductive parameterizadon should provide a condensed

representation of the important physical processes of

interest, hence give physical insight into the phenomena

being parameterized. The limits of applicability of such a

parameterization can be inferred, a priori, from its physical
basis. Due note should be taken of the phrase "important

physical processes of interest" because the accuracy or

representativeness of the parameterization depends on the

present understanding of what these processes are, either
through observational or other considerations. This
definition is also constrained, usually by available computer

power, because even if all physical processes were known,

the resulting parameterization could be (and often is)

computationally exorbitant, leading to simplifications that
could dilute the formulating premise of the deductive

approach.

The final parameterization, no matter whether it is

inductively or deductively obtained is, de facto, an

engineering approximation that can be tested only by

comparison with observations of the processes being

parameterized and its effect on overall system performance.
Intellectually, the deductive approach has much appeal even

though in reality it is not clear whether the two approaches

yield substantial differences in performance. Performance,

in this case, should only be determined on the basis of the

true physical process or system under consideration and not
the "consensus" view of how the system is anticipated to

perform. Consensus views may be right, wrong, or

indifferent, and could change with time.

Generally for investigations of the global system and

global change, a hierarchy of "models" varying in both

physical and mathematical exactness and complexity need to
be used. Not all models require supercomputers, and some

of the simpler or simplified models provide substantial

physical insight into processes. In fact, sophisticated global

coupled models are nearly as complex as the natural system,

thus rendering cause-effect analysis difficult. That is, the

diagnostic analysis of model output is required almost as

- 6
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much as diagnostic studies of observational data in order to

better understand global system processes. Often, simplified

models are used to understand the sensitivity of the global

system to intentionally isolated processes (including forcings

and feedbacks) prior to incorporation in global models.
Moreover, global models must parametrically include all

important processes not resolved explicitly. High-resolution

climate models treat the prediction problem essentially as an

extension of numerical weather prediction schemes, but

include additional factors (e.g., ice or ocean dynamics,

thermodynamics, ice-albedo feedback, water vapor and
cloud feedback, etc.).

At another level of parameterization, the transfer

properties of the large-scale features are themselves
parameterized. By this means, the ensemble statistics

produced by repeated runs of the finer resolution models

may be introduced at the outset and carried as dependent

variables. The validity of this simplification depends on the
realistic expression of these ensemble statistics in terms of

larger scale variables. Such models are known as statistical-

dynamical models. At an even higher level of

pammeterization the horizontal resolution can be reduced

further to the extent that one point represents the entire

globe, in which case only vertical profiles of system state

parameters such as temperature, humidity, radiative flux, and

so forth are produced. Examples of selected global models

that include critical elements governing the dynamics of

global change, ranging from the simplest parametric

representation of the global system to the most complex, are
briefly described below.

3.1.1. Radiative-Convective Model_ (RCMs)

Traditionally, the study of the thermal structure of

planetary and stellar atmospheres begins with the

computation of the radiative equilibrium (RE) temperature

profile. A comparison of the RE temperature profile with
the observed profile is a measure of the importance of other

diabatic (e.g., convection) and dynamical processes. For

many planetary atmospheres with strong, radiatively active

trace gases (e.g., Mars, Venus, Earth), the computed profile

yields a stably stratified region--the stratosphere----overlying
a region that is unstable to convection--the troposphere. In

1953, Chandrasehkar suggested that an atmosphere with an

initial superadiabatic lapse rate attains a final state of

convective equilibrium (the oiterion for which was

originally defined by Lord Kelvin in 1862). Physically,

convective equilibrium means that convection mechanically
stirs the atmosphere until a uniform potential temperature is
reached.

The radiative equilibrium assumption enables the

reduction of the thermodynamic energy balance equation to

a balance between the net (i.e., up minus down) radiative
fluxes and the vertical heat flux that is the sum of the

convective heat flux and the large-scale eddy heat flux

transport component. In a moist atmosphere, the convective
heat flux also includes the latent heat release term. At the

top of the atmosphere, the upward and downward fluxes

must be equal. That is, on the long-term average, the net

solar radiation absorbed by the planet is in balance with the

outgoing terrestrial radiation emitted by the surface-

atmosphere system. The convective heat flux vanishes at the

top of the troposphere.

The RCMs pioneered by Manabe and Stickler et al.

(1965) are discussed extensively by Ramanathan and

Coakley (1978). The RCMs represent the vertical structure

of the atmosphere, but do not attempt to deal with horizontal

variations. However, because many important physical

processes occur primarily in vertical columns, in particular

radiative transfer and buoyancy-driven natural convection,
RCMs can include fairly elaborate process models. Most

fully developed RCMs are, in fact, one-dimensional subsets

of the complex three-dimensional climate models known as

general circulation models (GeMs).

3.1.2. Energy_ Balance Models (EB1VI_)

EBMs have been developed and applied to a variety of

climate change problems by Budyko (1969), Sellers (1969),

and North et al. (1983). EBMs typically resolve variations

with latitude but not with longitude or height. They do not
explicitly simulate the effects of atmospheric motions, but

include them very indirectly using mixing lengths or other
comparably simplified approaches (Randall 1991). As

recently reviewed by Lindzen (1990), EBMs have produced

a number of interesting results, including evidence that the

Earth's climate may have more than one stable equilibrium
under some conditions. Nevertheless, EBMs are so

drastically simplified that they can do little more than

suggest possibilities for investigations with more complete
models.

3.1.3. Global Climate Model_; (GCM_)

Most complex, high-resolution GCMs have been

developed to represent the atmosphere (AGCMs) or the

ocean (OGCMs). Global climate models usually incorporate

coupling between the atmosphere and, at least, the upper
layers of the ocean. In order to more correctly investigate

the response of the coupled system to changes in "forcings,"

atmospheric models are asynchronously and dynamically

coupled to more complete ocean models (Note: Such

dynamically coupled model experiments are

computationally expensive). Substantial research is also

being carried out with models that couple atmospheric

7



GCMswithland-surfaceprocessesandthebiosphere.
Coupledmodelsalsoincludeaspectsofocean-icefeedback,
cloud-radiationfeedback,watervaporfeedback,soil
moistureandgroundhydrology,plantphysiology,andother
processesthatneedtobeintegratedintoGCMssothatthey
containatleasttherudimentaryelementsofafutureEarth
systemmodel.

Low-resolutionGCMsachieverelativelyhigh
computationalefficiencyattheexpenseofcruderesolution
ofsynopticeddies(atmosphere),oceaneddies(ocean),and
processes.TheGCMsareroutinelyusedinrunsofseveral
decades'(oreven100to1,000sofyears)duration,making
themwell-suited,albeitwithdeficiencies,forstudiesof
intemnnualvariabilityandlong-rangeglobalchange.

High-resolutionGCMsaremuch better able to resolve

atmospheric and oceanic eddies, and incorporate more

realistic parameterizations of the hydrological cycle and

interactive feedback processes. These GCMs demonstrate
the limits of how well the Earth system can be simulated at

the present time. Progress is rapid, but constrained by
available computer technology, observations, and the

accuracy of the mathematical or numerical representation of

processes in parametric form.

3.1.4. Global Earth System Models (GEMs_

Developing complete Earth system models is a formidable

task, given the complexities of the global system and the

range of time and space scales that need to be handled. The

term "Earth system model" cannot be arbitrarily used

without first specifying the objective of the modeling

exercise and, particularly, the space and time scales the

model is expected to resolve, as well as the space and time

scales of events or features the model is expected to predict.

At present, models that include interactions between the

atmosphere, the ocean, and land surface/vegetation are the

most advanced available; they are generally referred to as

"climate system models" because their primary application

is in predicting global climate change, ttowever, it is well

recognized that they are inadequate for simulating or

predicting a large number of effect and impact parameters,

particularly on the regional scale. Moreover, even the best
models incorporate only relatively short time scale

interactions between the atmosphere and the land surface,

the biosphere, and the geosphere. That is, the internal

dynamics of several of these component subsystems are not

included even if the exchange of momentum, heat, and

moisture are. Advances are expected through improvements

in subsystem component models followed by their linkage

with existing climate system models. Significant experience

has already been obtained in asynchronously running

atmospheric and ocean models with inherently different time

scales. With increasing computer speeds, experiments are

beginning to be conducted with synchronously coupled

atmosphere-ocean models, which in principle should more

realistically simulate the natural system. More work needs

to be done to incorporate the interaction between vastly

different space scales involved in hydrological and

ecological systems. Eventually, through a combination of

higher resolution, faster computers, better observations, and

improved parameterizations, global models are expected to

evolve into viable approximations of the total Earth system.

Conclusions/Recommendations. Simplified global models

such as energy balance models or radiative-convective

models can be quite useful in studying several global climate

system processes, including the response of the global

system to changes in forcing functions; however, the models

do not provide information on the regional scale, thus

cannot be used to evaluate the impact of climate change on,

for example, ecosystems or socio-economic activities.

More complex models of the global system involve the

parwneterization of a large number of interactions and
processes. Both inductive and deductive approaches are

used, but in either case interactively coupled global GCMs

of the ocean and the atmosphere (which also include

coupling with the biosphere and cryosphere) represent the

lhnits of how well the Earth system can be simulated at the

present time. Through a combination of higher resolution,

faster computers, better global observations, and improved

parameterizations, reasonable approximations to the total

Earth system are anticipated.

3.2. Pa itioning the System
Because of the complexity of the global Earth system, it

has to be mathematically treated as an ensemble of

component systems or subsystems. A system may be

defined within a thermodynamical framework as a finite

region in space specified by a set of physical variables
with additive or extensive properties. The variables could

represent, for example, volume, internal energy, mass of

individual components, and angular momentum (Peix6to

and Oort 1984). A composite system is a conjunction of

spatially disjointed simple systems separated by

conceptual or real partitions or walls. The amount of any

particular quantity (e.g., mass) for the global system is

then the sum of that quantity for all subsystems. The set

of all such quantities (i.e., mass, energy, momentum)

specifies the state of the composite system. The laws of
conservation dictate that variables with extensive

properties (excluding the relativistic domain) are

conservative. The amount of any quantity transferred

between two adjacent subsystems represents a

thermodynamic process. If no transfer is possible, the

8



wallisrestrictiveandthetwosystemsuncoupled;
otherwise the system is interactive or coupled.

Systems can also be classified in terms of their functions

or internal complexity. When the boundary of the system is

restrictive for all quantities, it is called an "isolated" system.

When the boundary is restrictive only for matter, the system

is closed (impermeable boundary). An open system is one in
which the transfer of mass is allowed. A cascading system is

composed of a chain of open subsystems that are linked

dynamically by a cascade of mass or energy in such a way

that the output of mass or energy from one subsystem
becomes the input for the next subsystem. An open system

carl be decaying, cyclic, or haphazardly fluctuating.

The state of a system may also be specified by intensive

properties that are independent of the total mass of the

system and defined at a given point of the system at a

given time. Intensive properties may change in time,
hence are considered to define a field ill the domain of the

system. As such, they are not additive properties, which

include temperature, pressure, densities, velocities, and so

forth. For example, the arithmetic sum of all temperature

values at ,all points within a system is not a conserved

quantity. Similarly, the total number and density of a

particular variety of plant, animal, or micro-organic

species is not a conservative quantity, even if the total
m,'tss of the planet is.

In modeling the glob_ Earth system, formulating

equations are usually defined to describe nonconservative

field variables at a point within the system; that is, the system
is defined by such field variables as temperature, pressure,

moisture, velocities, ,and so on. ltowever, the equations need

to be formulated in such a way that when integrated over ,all

points of tile system, such parameters ,as mass, energy, and

momentum are conserved. Tile physical Earth system can be

described by mathematical equations constructed upon the

basis of the laws of physics. At present, the biological Earth

system needs to be handled somewhat differently even

though fundarncntal physical principles apply at tile

microphysical level. Tile integral constraints are not simple:

The population density and distribution of any one particular

species of plant, ,animal, or micro-org,'mism will be

constrained by zunbient climate, nutrient supply, competition
with other species, the abund_mce of predator species (both

macro- and micro-organic), ,and genetic defense

mechanisms. In very simplistic terms, the biosphere is a

result of the conversion of inorganic to organic matter,

involving a multitude of into,'actions between solar radiation,

climate ,and weather, soil, water, chemistry, and biology. It

would not be preposterous to state that we are only at file

very beginning of modeling the complexities of tile

biosphere and ecosystems.

Conclusions�Recommendations. Because the global Earth

system is complex and deals with components and processes

of vastly differing space and tbne scales, ranging from the

molecuhlr to the planetary, it has to be treated
tnathematically as an ensemble of component systems or

subsystems. The amount of any quantity transferred between

adjacent subsystems represents a thermodynamic process. If

no transfer is physically possible, the wall is restrictive and

the two subsystems are uncoupled; otherwise, the

subsystems are interactive or coupled. Models of the Earth

system must explicitly account for such exchange processes

so that the laws of conservation apply to the entire ensemble

system. Many of the interactive and exchange processes
need to be parcuneterized in terms of large-scale field

variables. Biological systems require special handling and

much more research and monitoring on account of the

systems' complexity and a lack of understanding of their

causative _md response dynamics.

3.3. Modeling Components and

Processes of the Global Earth System

3.3.1 The Atmosphere

The atmosphere comprising the Earth's gaseous envelope

is the most variable part of the system. The troposphere,

wherein lie most weather-producing processes, has a

ch,'u'acteristic response time or thermal adjustment time on
the order of 1 month. That is, the atmosphere, by

lxansferring heat vertically and horizontally, will adjust to an

imposed surface temperature distribution in about a month's

time. Figure 2 is a schematic of a highly simplified model of

the mechanisms that drive atmospheric motions and climate.

The straight arrows represent the energy coming from the

Sun, of which about 30 to 35 percent is reflected annually;

the reflectivity is the Earth's albedo. The wavy arrows

represent the outgoing planetary longwave or infrared

radiation. The tropics are warm, because they receive more

heat from the Sun than they emit as infrared radiation; the

poles are cold, because they radiate more solar energy than

they receive, which is due to a greater average solar zenith

angle and the presence of more reflective ice and snow
cover. This differential heating results in strong equator-to-

pole temperature gradients--warm air rises in the tropics and

moves poleward to cooler regions until a state of quasi-

equilibrium is reached. Were it not for the general

circulation of the atmosphere that conveys excess heat from

low to high latitudes, the tropics would be much hotter and

the polar regions much colder than they are. Owing to the

rotation of the Earth, air motions are more complicated than

in the case of a simple convective circulation (e.g., a

bonl-ue). As an air parcel moves poleward its radial distance
from the axis of the Earth decreases and it takes with it the

fast rotational speeds of the equator, thus providing the
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Figure 2. Schematic illustration of how the major weather
systems of the Earth are driven by the unequal heating between
the equator and the poles. The tropics intercept a much larger
fraction of the incoming solar energy than do the polar zones,

thus giving rise to the motions that regulate climate.
Source: S.H. Schneider and L. Temkin 197Z

momentum that creates westerly winds in the mid-latitudes.

Similarly, the return flows in the lower layers of the

atmosphere become easterlies hence, the trade winds.

Because of the tilt of the Earth's axis, the zone of

maximum heating shifts north-south during the year,

creating the summer-to-winter seasonal cycle; therefore, the

system is always changing while attempting to reach an

equilibrium, The availability of water, and the fact that it

changes phase from liquid to gas over typical atmospheric

temperature ranges, enhances the coupling between the
atmosphere, the oceans, and land surface. Much of the heat

redistribution is through the hydrological cycle, as in the

sequence of evaporation-clouds-precipitation-runoff. Figure

3 shows the global water cycle and the contents of major
reservoirs and rates of transfer between them. As will be

seen from later sections, this cycling of water through the

system has a pronounced impact on the atmospheric and

oceanic general circulation, the radiation balance of the

planet, and global and local average temperatures, as well as

agricultural, industrial, and socio-economic activities.

Ultimately, at any given location, weather and climate are

consequences of differential solar heating, flow instabilities,

and interactions between the atmosphere and the underlying

oceans, land surface (including vegetation), and snow/ice

cover. At longer time scales, climate fluctuations influenced

by changes in the radiation balance (i.e., solar input, effect of

tO

greenhouse gases, and other forcing factors) need to be taken
into account.

Mathematically, the gaseous atmosphere, the liquid ocean,
or any other fluid may be treated as an infinite number of

fluid particles in four-dimensional motion. Depending on

the nature of the fluid, these particles would obey various

laws of physics and chemistry. Perhaps the most
fundamental of these laws deal with motion and energy that

link forces acting on a body with its mass, velocity, and

acceleration. The forces are those of pressure, gravity, and

friction in a "Newtonian" domain. _,aling with an infinite

set of particles is numerically intractable; thus, the fluid

atmosphere (and ocean) is represented by a finite number of

elemental parcels or cubic volumes, as depicted in Figure 4.

Similar algebraic approximations need to be made in time.

The atmosphere is laterally unbounded while the oceans are
surrounded by the continental land masses. Otherwise, the

formulating equations are nearly identical even if

atmospheric and oceanic motions and processes are

somewhat different on account of the former being a gaseous
fluid and the latter a liquid. The formal set of equations

usually refer to "Lagrangian" motion--that is, the

relationship between forces, time rates of change, etc., acting
on and following a particle or element. The instantaneous

rate of change of a physical variable or property following

the motion of a parcel or particle may al_ be expressed as

the local rate of change at a fixed location plus the change

advected into or out of the same location by the ambient

fluid motion. The local rate of change is related to physical
processes occurring locally; thus, the conden_tion of

moisture would release latent heat, which would increase

local temperature. Advective change depends on motion and

the h)cal gradient, in space, of the parameter or variable

under consideration. That is, if there is no field gradient

between neighboring grid point,;, the advective change

would be zero. These latter "Eulerian" expressions of the

mathematical equations are customarily used so that a fixed

set of grid Ix)inLs may be u,,;_ to depict the global system.

Figure 5 shows one example of a horizontal grid system that

could be used in a global model as well as how horizontal

and vertical partiai derivatives arc expressed in finite
difference form.

The five basic set,; of equations that deseribe the

atmosphere follow. 1) The three-dinvensional momentum

equations relate the time rate of change in the velocity of an

elemental parcel of air (i.e., acceleration) to forces acting on

the parcel, namely pressure gradient, gravity, centrifugal

forces, and friction. The coriolis or apparent force appears

in the equations when a frame of reference relative to the
Earth's surface is used instead of an absolute inertial

coordinate system. The vertical comlx)nent of the

momentum equation is usually approximated for large-scale
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Figure 3. The global water cycle, showing estimates of contents of major reservoirs and rates of transfer between them. Knowledge of
water contained in the ground is particularly poor; this fitndamental parameter is known to only a factor of 2 or perhaps 4.

Source: Global Change in the Geosphere-Biosphere, NRC 1986.

motions by the condition of hydrostatic balance, namely a

balance between the vertical pressure gradient force and

gravity. 2) The equation of continuity, derived from the law

of conservation of mass, relates the local-time rate of change

of density to the mass flux into or out of an elemental

volume of the atmosphere. 3) Thefirst law of

thermodynamics, or the law of the consem,ation of energy,

relates the time rates of change of temperature and pressure

to heating or cooling. This equation links heating with

pressure changes that are already linked to aeeeleration or

retardation through pressure gradient forces in the

momentum equations. 4) The equation of state, or the gas

law, relates pressure and temperature. 5) The equation of

continuity for moisture and water substance relates the local

rate of change of moisture content to the flux divergence or

convergence of moisture into/out of the elemental

atmospheric volume and locM sources and sinks of
moisture--namely, the local rote of change of moisture

owing to conden_tion (or freezing) and evaporation.

Figure 6 ,schematically depicts the mathematical

simulation of the atmosphere and the manner in which the

various time- and process-dependent equations interact with

one another. For example, radiative heating or cooling alters

pressure, therefore pressure gradient, which affects motion,
which affects wind stress on the ocean, and so forth.

The set of equations is, in principle, solvable once the
values of the various constructs and heating, frictional

forces, and precipitation/evaporation (usually computed

separately) are known. Thus, the set of equations is not in

itself mathematically closed (i.e., there are more variables

than the number of equations). To obtain closure, the

unknown parameters need to be expressed in terms of

known dependent or independent variables. This is done

through various parameterizations (of processes) and

empirical formulations. The final set of equations is thus
rendered solvable, albeit with assumptions (in regard to

processes) and approximations (in regard to processes, time,

space scales, etc.). Such terms as friction/dissipation,

stresses, heating, evaporation, energy, moisture, and

momentum fluxes are most import_mt because they

determine and describe how the atmosphere interacts with

forcings (e.g., solar, GttCrs) and with other components of
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Figure 4. Schematic of pressure forces on an imaginary volume of air.

Source." Washington and Parkinson 1986.

the global system (i.e., land surface, cryosphere, ocean, or

vegetation).

3.3.1.1. Space and Time Discretization
Dividing global space into elemental volumes in order to

solve the governing time-and space-dependent equations is
termed the "finite difference" method. All models use finite

diffcrence discretization in the vertical--that is, vertical

space divided into a specified number of layers. An

alternative approach to horizontal discretization is the use of

functional transforms. In this case, the dependent variables

are expanded in terms of a complete set of basic functions,

usually taken to be spherical harmonies. The expansion is
truncated after a finite number of modes. The metht,_.l may

be termed "spectral discretization." Figure 7 shows the

global patterns for a typical spherical function with a
latitudinal mode of 5 and longitudinal wave ntunber varying

from 0 to 5. Choosing the correct combination of

amplitudes for each wave number would reproduce the
structure of the original spatially continuous field. The

degree of exactness in the representation of detail depends

on the spectral truncation wave number. Figure 8 shows the

equivalent grid point representations for a selection of

truncated spectral representations.

An advantage of the "spectral" method is that linear wave

propagation is represented exactly On a mode-by-mode basis

so that, for example, the

linear phase speeds of
individual modes are

obtained without any error
whatsoever (Note: Finite

difference methods result in

a "physical" mode and a

spurious "computational"
mode, which travels in the

opposite direction and

changes phase at every

integration time step).
When the wavelength of
the disturbance or "field"

structure is large compared

with the grid length, the

amplitude of the physical

mode will be nearly that of

the analytic wave and the

amplitude of the

computational mode will
be small (Lindzen 1989).

Special numerical

techniques and time-

averaging need to be

applied to reduce or
eliminate the computational

mode. Nonlinear instability, arising from "aliasing," can lead

to the erroneous amplification of very short waves (Phillips

1959). This type of computational instability is controlled in

a GCM by periodical spatial smoothing of the prognostic

field to remove wavelengths smaller than four times the grid

length. They can also be removed by temporal smoothing

and by the inclusion of diffusion terms in the predictive

equations, or by a proper choice of certain finite difference

schemes that have implicit smoothing or selective damping.

The direct calculation of nonlinear processes in the spectral

wave number domain is computationally expensive,

especially at grid resolution better than about 50 kin. For this
reason, variables in a spectral model are us,rally transformed

into a grid for the purpose of evaluating all nonlinear

processes, including the advection terms and physical

parametedzations. The computed fields or terms are then

converted back into spectral form before proceeding with the

time integration of the model. This process explicitly

introduces spatial smoothing of the nonlinear terms by

eliminating wavelengths smaller than the specified spectral
resolution of the model.

The use of smoothing and damping (especially diffusive

damping) within models serves to decrease horizontal
resolution. The use of a fourth-order horizontal diffusion in

the European Centre for Medium Range Weather

Forecasting (ECMWF) model, for example, provides
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Figure 5. An example of horizontal grid system (the so-called Kurihara grid) with 24 grid points between the pole and equator, used

in general circulation model experiments (only 1/8 of globe is shown). A staggered grid-point array for performing the needed finite

difference computatiorL_ is shown as an inset in the top righthand corner. Other systems in use are regular latitude-longitude grids

and various spherical harmonic systems. Source: Peixdto and Oort.
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Figure 6. Major components of the mathematical simulation of climate. Source: Peix6to and Oort.
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Figure 7. Alternating patterrL_ of positives and negatives for spherical functions with I = 5 and m = 0,1,2,...,5. Source: Baer 1972.

RI5 R21

T42 T95

LAT LONG. TOTAL
RI5 40 48 1920
R21 54 64 3456

T42 64 128 8192
T95 144 288 41472

Figure 8. Gaussian grid on the globe for various resolutions: Rhomboidal, R15 and R21, and triangular, 7"42 and 1"95.

Source: Williamson 1983.
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substantial damping for scales less than 500 km, even
though the model's stated or nominal resolution is ~100 km.

Thus, the effective resolution of any model depends on both

the specified mathematical grid or spectral resolution and,

importantly, the damping and smoothing functions applied,
for one reason or another, when integrating the model
equations.

Generally, the discretization of the equations of motion in
existing global models is based on either a Eulerian or semi-

Lagrangian approach. In the Eulerian approach, all
derivatives following particles are expressed in terms of

partial derivatives in time and space; in the semi-Lagrangian

approach, particle derivatives are retained, and the equations
are discretized along the trajectories of particles that arrive at

a fixed array of regularly spaced grid points each time step
(Bates 1990). In either case, the spati,'d discretization can be

based on finite differences or on a spectral expansion where

each field is expressed as a series of spherical harmonic

functions. There are four basic categories of models: 1)

Eularian spectral [e.g., the National Meteorological Center

CNMC) operational model; Sela 1980], 2) semi-Lagrangian
spectral (e.g., the Canadian and ECMWF models; Ritchie

1991), 3) Eulerian finite difference [e.g., the United

Kingdom Meteorological Office (UKMO) model; Cullen

1991], and 4) semi-Lagrangian finite difference (e.g., the
Goddard Laboratory for Aunospheres model; Bates et al.

1992). Spectral models have held a dominant position in

global modeling for the past decade, but their poor
representation of rapidly varying quantities such as water

vapor (giving appreciable negative values of moisture in

some regions and false supersaturation in others) is seen as a
serious defect (Williamson 1990; Rasch and Wiiliamson

1990). This has led to the abandonment of the spectral
representation of water vapor in the National Center for

Atmospheric Research (NCAR) Community Climate Model

Version 2 (CCM2) and its replacement by a semi-

Lagrangian grid point formulation (Bates 1992, personal

communication). A major advantage that spectral models
previously enjoyed relative to finite difference models was

the absence of numerical problems associated with the polar
singularity in the spherical coordinate system. Semi-

Lagrangian discretization, with the momentum equation
discretized in vector form, serves to eliminate this defect in

finite difference models. Because of the absence of the

stability criteria in semi-Lagrangian models, large time steps
can be chosen that allow these models to be integrated with
increased efficiency.

With semi-Lagrangian methods, the integration time step
may be increased from 10 or 15 minutes to about 1 hour

without significant degradation of the resultant prognostic

fields. A smaller number of time steps during an integration
also results in a reduced cumulative effect of truncation and

round-off errors produced per time step, leading to better

numerical accuracy. Though not unique to semi-Lagrangian

models, there is the lack of mass conservation in using this
approach. While this is not very serious for short- to

medium-range forecasting applications, it could pose

problems for very long-range time integrations typical in

climate predictions. A possible solution to this problem has
been suggested by Rancic (1992), where a mass conservative

semi-Lagrangian scheme is derived as a semi-Lagrangian
extension of the piecewise parabolic method (PPM), f'trst

developed by Colella and Woodard (1984) and suggested for
meteorological application by Carpenter et al. (1990).

In the vertical, the atmosphere is divided into "sigma"
layers as shown in Figure 9. Here, the vertical dimension is

the ratio of pressure to surface pressure, rather than height,

in order to account for such surface topographical variations
as mountains. Basically, global models use about 10 to 20

layers in the vertical (to delineate the troposphere and
stratosphere up to about 20 km) and between 2.5 ° to 5.0"

latitude, and 2.5" to 10° longitude grids in the horizontal.

Attempts have been and are being made to improve model

performance by using different vertical coordinate systems

that better account for mountains. In this regard, significant

improvements are reported by Mesinger and Black (1992)
when using an "eta" versus "sigma" vertical coordinate

system in high-resolution, nested grid models.

hnprovements are attributed to the "eta" system's ability to

better resolve the boundary layer and reduce the "slope"-

related pressure gradient and other problems of the sigma
coordinate system. The isentropic "theta" coordinate system

is considered more appropriate for the stratospheric
chculation (Anderson 1992). The most recent variant to

modeling the vertical structure of the atmosphere suggests

the use of a multi-coordinate system in the vertical--namely,

eta in the lower layers, sigma in the middle atmosphere, and
theta in the upper atmosphere.

Lindzen and Fox-Rabinovitz (1989) contend that in global

atmospheric models, increased horizontal resolution without

a corresponding and carefully matched vertical resolution

can lead to increased model "noise" rather than improved

accuracy. They also contend that virtually all large-scale

models (i.e., GCMs) and observing systems have inadequate
vertical resolution. It has been known for a while that a

given spatial resolution demands a minimum time resolution

to avoid computational instability (Courant et at. 1928). The
instability arises when the spatial resolution defines modes

whose time scale is too short to be resolved with the existing
time step. Hong and Lindzen (1976) suggest that a similar
consistency requirement exists between vertical and

horizontal resolution. Excessive horizontal resolution could

resolve modes whose vertical wavelength might be too small
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Figure 9. Vertical structure of a general circulation model. U, V, 7",and q_, _ D, to are
computed at the dashed-line locations, and G is computed at the solid-line locations.

Source: Williamson 1983.

via the exchange of fluxes of
tnomentum, heat, and moisture.

Higher horizontal resolution is

required to enable a better match
between atmospheric and surface

processes such as hydrology. Also,
this would greatly help in the

incorporation of results from
subcomponent land surface models
in GCMs.

More research is required into the

relationships between horizontal
and vertical resolution. Based on

the analysis of simplified

atmospheric models, evidence
indicates that there is a mismatch

between the two at present.

Arbitrarily increasing horizontal
resolution without a carefully
matched vertical resolution can lead

to increased model noise rather than

increasing accuracy. Increased
model resolution has not necessarily

led to better model performance.

This has also been the experience

with weather forecast models at
NMC and ECMWF. Advances in

model physics have led to more
improvements than refined
resolution.

to be resolved with the existing vertical resolution, leading to

spatial instability, and, when spurious growth cannot
manifest itself (due to too few levels), one could obtain

incorrect solutions (Lindzen 1970; Lindzen et al. 1968).

Furthermore, the vertical-to-horizontal resolution

dependence is different from equatorial to mid- and higher

latitude regions because of differences in the structure of the

energetically dominant systems in these latitudes.

Conclusions�Recommendations. Research and

improvements are required in several areas, such as the

parameterization of physical processes. Details on
convective, precipitation, and radiative processes are
covered in the sections dealing with those subjects. This

section deals more with the dynamic and kinematic aspects

of the apnospheric general circulation.

Substantial improvements are required in the

parameterization of boundary layer processes and turbulence.
This is important because the "free" atmosphere interacts
with the land and ocean surface through the boundary layer

More research is required into the numerical treatment of
the vertical structure of the atmosphere and the vertical

coordinate system used. Experimental model comparisons

suggest that the eta coordinate system better resolves

surface topographical and other surface processes (F.

Messinger). Hybrid "isentropic-sigma" coordinate models

perform better than sigma models (even those with higher
resolution) in the transport of water vapor, the simulation of

equivalent potential temperature, and the prediction of the

timing, location, and amount of precipitation. Research is

ongoing in using hybrid eta-sigma-theta vertical coordinate

models.

Short -term (e.g., day-to-day weather)forecasts are very
sensitive to initial error. For seasonal and longer term

forecasts, the initial error growth rate is not as important as

the saturation value of the error.

Tropical-extratropical interactions need to be investigated

more, in particular tropical intraseasonal (30-to 60-day)
oscillations.
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Methods need to be developed in the use of improved

satellite observations (e.g.. tropical rainfall, moisture,

winds) in the initialization of atmospheric models.

Many of the improvements in models attributable to

increases in resolution are due to better resolution of gravity

waves. Gravity waves are a crucial part of exchange

processes and the clinutte of a model, and should not be

eliminated by filtering or smoothing techniques. They need

to be better and explicitly accounted for.

The use of fourth-order horizontal diffusion in models (e.g.,

ECMWF) introduces substantial damping for scales of less

than about 500 kin, even though the nominal nugdel

resolution is 100 kin. Thus, the effective resolution of any

model depemls on both the specified grid or spectral
resolution and the damping and smoothing procedures

applied to eliminate spurious computational nugdes to
account for the energy cascade to scales snutller than that

resolved by the model grM or to prevent the growth of

model-generated gravity waves.

Further research is required in the use of semi-Lagrangian

techniques in the integration of climate models. The

technique, which is inherently computationally stable and

permits the use of much larger integration time steps, is

already operational in data assimilation and weather
forecast models (e.g., the United Kingdom, Canada, and

Ireland).

The spectral form serves to eliminate the polar singularity in

finite difference models, and, because of the absence of

stability criteria, large time steps can be chosen that allow

them to be integrated with increased efficiency, thus compete

more effectively with spectral models. For these reasons, a

reassessment of the situation with regard to the methods of

horizontal discretization in global models is currently
warranted

There is a need to improve experience with massive parallel

processor computers. In the future, substantial

improvements in speeds, as well as numerical approaches to

modeling, are likely with parallel processing.

3.3.1.2. The Stratosphere

The stratosphere [i.e., the layer of the atmosphere above

the troposphere from about 10 km (-200 mb) to 50 km] is

treated separately here for two reasons: 1) Historically, the

stratosphere has been neglected in atmospheric GCMs and in

diagnostic studies partly because of a paucity of data and

partly because of the emphasis placed on the troposphere

and the weather, thus GCMs typically have very few vertical

layers to represent the stratosphere; ,and 2) stratospheric

chemistry has become rather crucial in climate system

modeling on account of ozone (0 3) generation and depletion

processes that can affect the temperature structure, the
chemical and radiative effects of chlorofluorocarbons

(CFCs), and the cooling effect of stratospheric aerosols

injected by volcanic eruptions. These items effectively and

directly couple the lithosphere with the stratosphere and

climate change. Other importm_t aspects that need to be
monitored and modeled as well are stratospheric water vapor

and its consequent greenhouse effect on the climate system.

The stratosphere has also been the subject of investigations
on the effect of enhanced GHGs (i.e., the detection of the

GttG signal, models predicting stratospheric cooling).

Among the parameters being sought are stratospheric

temperature change in radiative fluxes out of the troposphere
and change in convective depth (Rood 1992).

Most short-term solar fluctuation-climate interactions

have been observed to be most pronounced in the

stratosphere (Van Loon and Labitzke 1991), and, in order to

investigate surface impacts, stratosphere-troposphere

exchanges need to be better understood. Other features of

interest are the quasi-biennial oscillation (QBO), observed

for many years with 30-mbar winds at Balboa, and generally

ignored until rexzently when correlations emerged with
ENSO, surface weather, and so on (Grey 1984). Clearly,

there must be an unambiguous link between stratospheric

and tropospheric processes, but these have yet to be

physically modeled properly.

A commonly acknowledged solution in incorporating the

stratosphere into modeling is to substantially increase the
vertical resolution of GCMs; however, clever numerical

techniques are also thought to be required for the

representation of gravity waves, which are crucial to the

"climate" of stratospheric models. A 46-layer (up to 0.1
mbar/-70 km) version of the basic 17-layer NASA/GLA

GCM currently is being developed to investigate
troposphere-stratosphere interaction (Fox-Rabinovitz et al.

1992). The inclusion of stratospheric processes in climate

system GCMs may require a substantial enhancement in
both horizontal (1 ° x 1°) and vertical resolution and more

realistic physics.

Conchtsions/Recommendations. The stratosphere is poorly

represented in most GCMs. Often, improvements in vertical

resolution refer primarily to more model layers in the

troposphere. Models of 46 layers or more are required to

adequately resolve the stratosphere (up to 0.1 mbar) and

stratosphere-troposphere interaction.

Properties of the stratosphere and stratospheric transport
mechanism can substantially affect the Earth's surface
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through constituent exchange, influence on vertical wave

propagation, and alteration of the radiative budget of the

Earth system. For example, uncertainties in the expected

ozone changes over most of the Earth are large partly owing
to a lack of understanding of transport mechanisms. More

research is required on wave-breaking processes, the QBO

and its influence on tropospheric weather (e.g., tropical

cyclones), the distribution of stratospheric aerosols (from

volcanic eruptions), and the modulation of solar flux into

tropical oceans.

Other issues important to the stratosphere inchMe the cooling

of the stratosphere due to greenhouse gases and possible

changes in the way in which energy propagates out of the
troposphere. Furthermore, the filte of many GHGs depend on

how quickly the gases are transported into the stratosphere

where they can be removed photochemically.

GHGs, aerosols, and radiative aspects are treated in more
detail in later sections.

3.3.1.3. The Mesosphere

Recent studies (Roble and Dickinson 1989) suggest that

the projected increase in anthropogenic CO 2 and CH 4, while

warming the troposphere, will cool parts of the mesosphere

by 10 to 20K in the global mean and the thermosphere by as

much as 50K. Figure 10 depicts the global averaged

changes in the mesosphere and the thermosphere predicted

by global circulation models in response to a doubling or

halving of CO 2 and CH 4 concentrations near the

suztosphere. Though long-term observational information is

lacking, the analysis of Rayleigh lidar data collected since

1979 in southern France suggests that parts of the

mesosphere may indeed be cooling at a remarkably fast rate

(see Figure 11), perhaps as much as -OAK per year at 60 to

70 km in altitude (Hauchecome et al. 1991). Consequent

changes in the thermospheric circulation are expected to

alter the electrodynamic structure of the upper atmosphere

and, through dynamo action, the magnetosphere-ionosphere

coupling processes.

The increasing concentrations of the greenhouse gas CH 4,

coupled with decreasing temperature, may also be related to
the increased formation of noctilucent clouds (NLC) near 82

km (the highest clouds above Earth) over the cold

summertime polar caps. Historical records contain no

reports of NLC sightings before about 1885, even though

skilled observers were monitoring auroral and twilight

phenomena at high latitudes for many decades by then

(Thomas et al.). Since the discovery of NLCs more than 100
years ago, the bfighmess and frequency of NLC displays

have been increasing. It is believed that CH 4 may facilitate

NLC formation because of its ability to transport hydrogen

through the stratosphere. Once methane reaches the
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Figure 10. At the current rates of increase, atmospheric CO2

and CH 4 concentrations are predicted to double within the next
century. Plotted here are the calculated temperature changes in
the mesosphere and stratosphere for the cases in which CO 2 and

CH4 concentrations at 60 km are doubled (solid curve) and
halved (dashed curve). Source: R Roble and R. Dickinson 1989.
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at 60-70 kin altitude. Source: A. Haucheocorne et al. 1991.



mesosphere, photochemical reactions in the presence of
atomic oxygen produce water vapor that is essential for the

formation of noctilucent clouds. The effects of gases of

anthropogenic origin on the mesosphere and the

thermosphere should a/so be monitored on a long-term basis

for a more comprehensive understanding of change in the
global system.

Conclusions�Recommendations. The upper
atmosphere/mesosphere shouM be monitored in addition to

the lower atmosphere. Indeed, the strongest greenhouse
effect signal may be in the upper atmosphere. Alterations in

the electromagnetic structure of the upper atmosphere,
through modifications to the thermospheric circulation,

wouM also c_ect the shield protecting the Earth from
harmful particle fluxes from the Sun.

3.3.2. Convection, Cloud, and

Precipitation Processes

The prediction of the distribution of cloudiness and its

interactions with other components of the global system

(e.g., the radiation budget and the hydrological cycle) is one

of the most important goals and, at the s,'une time, one of the

more difficult tasks in modeling. Changes in cloudiness

critically affect the global energy budget by modifying the
planetary albedo and the emitted infrared radiation. For low

clouds, the albedo effect dominates (Manabe and Wetherald

1976); that is, other things being equal, increasing the

amount of low clouds leads to cooling at the surface.
However, if changes in cloud height are associated with

changes in cloud amount, the results can be significantly

different (Schneider 1972). Empirical studies based on the

observed temporal and spatial variability of cloudiness and
of radiative fluxes at the top of the atmosphere are

inconclusive (Cess 1967; Ohiing and Clapp 1980; Hartman

and Short 1980; Cess et at. 1982), giving results that vary

from a dominance of the albedo effect to a near-perfect
balance between long- and shortwave changes. The safest

conclusion from these studies is that many details of the

cloudiness distribution must be more accurately observed
and modeled to conclusively assess the influence of clouds

on the variability of the climate of the global system.

Global models typically predict two kinds of clouds:

Convective clouds and large-scale clouds. Buoyancy subgrid-
s_-de motions play a dominant role in convective clouds. The
parameterization of convective clouds must take into account

both the large-scale static stability and the large-scale relative

humidity. In all exis_lg convection parameterizations, the

intensity of convection depends in some way on the rate at

which the column is being destabilized by radiation and by the

large-scale circulation. In this way, the inferred fields of

convection and the cloudiness depend on both the

thermodynamic state (the static stability and the relative

humidity) and its large-scale tendency.

The relationship between convective heating and

convective cloudiness is not obvious. Although the results

of the convection pararneterization should imply something
about the fractional cloud cover, active deep convection

typically accounts for only a few percent of the observed

fractional cloudiness. In fact, the smallness of the region of
active convection is an explicit assumption in some
parameterizations. Inactive cloud debris and cirrus shields

account for most of the observed cloudiness. Thus, some
memory of the history of convection and some statement

about the life cycle of convective clouds seem to be

necessary ingredients of a cloud parameterization scheme.
Also, since the effects of convection tend to moisten the

upper Uoposphere, cirrus shields and coverage by shallow
inactive clouds need to be included in the "large-scale"
cloudiness parameterization.

In global models, clouds either are specified as a function

of space and time (to take into account seasonal cycles) or

are computed. When computed, the precipitation and

convective aspects of the model are used to predict where
the model clouds exist, depending on whether the
atmosphere is near saturation and whether convection is

occurring. If the air is saturated but not convective, then a

stratiform (layer) of cloud or fog is assumed to exist,

occupying all or nearly all of any grid cell. If a cloud is of

convective origin, it is usually assumed to occupy a small

fraction of a grid cell. Often, relative humidity or some

other moisture parameter is used in conjunction with
empirical factors to determine cloud amount.

Several models parameterize convective and precipitation

processes in terms of the vertical "moist adiabatic" lapse rate
of temperature in the atmosphere. This is called "convective

adjustment parameterization," first used by Manabe,

Smagorinsky, and Strickler (1965). Figure 12 is a schematic

of cumulus cloud formation. The lapse rate of temperature

could be written in terms of the vertical gradient of potential
temperature or equivalent potential temperature. The

potential temperature is constant during an adiabatic process

(such as if a parcel of air moves along a dry adiabat) and is

approximately constant in an air mass as it precipitates (out)
excess water vapor. If air is supersaturated but not

convective (i.e., stable), then latent heating is computed from

the In'st law of thermodynamics, where the temperature

change is the temperature change obtained by the conversion
of water vapor to liquid water.

In a stable or nonconvective model, latent heating is

computed whenever the atmosphere is supersaturated;

usually, the moisture is reset to saturation after precipitation

"tl9



t.--
"t'-

ILl
"r"

\
",d_ /,Adiabotic _( {

"J,l_ Lapse Rote_ ]

Dry Adiabatic _ _ / Lifting

Lops2 R_Ot_--_ Level (LCL)
".J.t$ I_, Km "

TEMPERATURE

Figure 12. Schematic of ctanulus cloud formation showing the

lifting condensation level (LCL), dry and moist adiabatic lapse

rates, and lapse rate for the air outside the cloud (labeled

"environment"). Source: Washington and Parkinson 1986.

is assumed to occur. Often, the relative htunidity criterion

for assuming nonconvective heating is less than 100 percent.

Some models use 80 percent. Though somewhat arbitrary,

the justification for a criterion of less than 100 percent is that

precipitation is known to occur (observationally) on smaller
scales than the grid scale of most global models and to take

place even if the large-scale environment (i.e., outside
individual cloud cells) has a relative humidity of less than

100 percent. The manner in which convective latent heat
release is included in atmospheric models is much less

uniform, and it is uncertain which of the many methods in

use is the best overall.

Physically, the convective cloud process may be described

in relatively simple conceptual terms (Washington and
Parkinson i986). Ira parcel of air near the Earth's surface

(P_=I,000 mbar) starts to rim due to strong heating or

kinematic convergence, it will cool at approximately the dry

adiabatic lapse rate of 9.8K/km -1 . Assume that the parcel of

air has a relative humidity of 50 percent at the surface and
that it does not mix with the environmental air (i.e., there is

no entrainment) as it ascends and cools, so that its water

vapor content remains the same. As the parcel cools, its

relative humidity increases, since cold air is unable to hold
as much water as warm air. When the parcel cools

sufficiently to have a relative humidity of 100 percent, the

parcel is saturated. The level at which this occurs is termed

the lifting condensation level (LCL), which typically is at the
cloud base (see Figure 12). If the air near the surface is

moist, the LCL will be low, perhaps I00 m, whereas if the

surface air is dry, the LCL can be quite high. If the parcel

does not rise high enough to reach an LCL, a cloud should

not form. From the LCL upward, the parcel will cool less

rapidly as it continues to rise since the latent heat of
condensation or fusion releases heat. This lessened rate of

temperature decrease with height is the moist adiabatic lapse
rate, which in the lower troposphere is 5 to 6K/kin (see

Figure 13). When the temperature during a model simulation

is greater than 0°C, the latent heat of fusion is used.

In a real cloud, lateral enLrainment takes place and this

mixing dilutes the temperature and moisture differences
between the cloud and the surrounding air. Furthermore,

rising motion in a cloud core and compensating sinking
motion outside the cloud (sinking causes warming at the dry

adiabatic lapse rate) can lead to a large difference in

temperature and moisture between cloud and environment.
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Figure 13. Diagram of stable and unstable environmental
conditions with respect to dry and moist adiabatic lapse rates. In

each case the air at point A is unstable, while that at point C is
stable. Source: Washington and Parkinson 1986.
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For a stable atmosphere, the lapse rate of Ix)tential or

equivalent potential temperature must be greater than 0 for

dry and moist convection, respectively. In a model, if there

is excess moisture, the moisture distribution is adjusted to
prevent supersaturation and is allowed to fall out of the
column with a resultant addition of latent heat to the

atmosphere. If the model atmosphere is unsaturated, the

lapse rate is set at the dry adiabatic lapse rate. To start the

convective adjustment process, each grid cell of the

atmosphere is ex,'tmincd. If no layers are unstable, the lapse

rate is not modified. If there ,are unstable layers, the lapse
rate is modified while conserving total (i.e., internal,

potential, and latent) static energy.

Convective adjustments Io reference lapse rates other than

the dry or moist lapse rate have been suggested by Betts and

Miller (1986), using empirical studies of deep cumulus
convection.

More complex convective cloud p,'u-ametcrization
schemes popularly used in global models are modified
versions of those of Kuo (1974) and Arakawa-Schubcrt

(1974). The Kuo scheme uses lower level convergence of

moisture into a region and low-level lifting as determining

conditions of whether cumulus convection is taking place.

The scheme is ba_d on experimental studies, especially in

the tropics, showing that areas of active precipitation are also
areas where the low-level wind pattern shows the

convergence of moisture-laden ,air inflow into a restricted

region. In the Kuo scheme, the rate of moisture accession

per unit horizont_d area is obtained from the convergence of

moisture (water valx_r) into a vertical column from the top of
the uoposphere to the Earth's surface and sud'ace

evaporation. Kuo assumes that a fraction of the moisture

flowing into a column is condensed and precipitated, while

the remaining portion is stored in the atmosphere, thereby
increasing the relative humidity of the vertical column. The

heating due to cumulus convection is a function of the

condensation rate, and the vertical and horizonud fluxes of
sensible heat within the column. The condensation rate is

asstnned to be proportional to the large-scale moisture

convergence ,and a vertic_d density fu,_ction for condensation

(Kuo 1974; Anthes 1977), which is usu_dly made

proportion,'d to the temperature difference between in-cloud

temperature and the outside environment. Verifying Kuo's

scheme is difficult due to lhnited observations, but models

show improved moisture, temperatures, ,and precipitation
forecasts when using the scheme.

The Arakawa-Schubert (1974) scheme shown in Figure
14 considers a coexisting spectrum of ide,'dized model

cloud ("subcnsembles") such as a mixture of shzdlow and
deep clouds, which interact with each other as well as the

large-scale environment tlu'ough the entrainment of drier

p e_oiseo] !
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(X,X+dX)
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O///////////////w/H////////////////,

mixed loyer

Figure 14. Schematic diagram showing the sub-ensemble of type

clouds and the subcloud mixed layer.

Source: Carp Publication Series, WMO/ICSU.

,'fir from outside the cloud core. The scheme also allows

strong interaction with the boundary layer. The problem of
parameterizing cumulus convection is reduced to the
determination of the vertical distributions of the vertical

mass flux from the ensemble and the thermodynamic

properties of the detraining air. Ensemble cloud type is
characterized by the fractional entrainment rate. The

budget equations for mass, moist static energy, and total
water content can be obtained for each subensemble. For a

given thermodynamic vertical structure of the environment,

the solution of the budget equations determines for each

subensemble the vertical mass flux, normalized at the top
of the mixed layer, the thermodynamic properties, and the

height of vanishing buoyancy. The large-scale processes

involved are horizontal and vertical advections by the
large-scale motion, surface heat fluxes, and radiational

heating.

Nonpeneuative convective clouds and convection not

arising in the planetary boundary layer (PBL) have received
special attention in some models. Both are included in a

crude way under moist convective adjusunent. Ramanathan

and Dickinson (1981) proposed an empirical
parumeterization of nonpeneu'ative convective clouds, based

on the ideas of Lilly (1968), Deardorff (1976), and Randall

(1980b). A more detailed parameterization of these clouds is

included as part of the planetary boundary layer

parameterization in the University of California-Los

Angeles (UCLA) model (Su,'uez et al. 1983).
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Large-scalecloudinessparametefizationschemesarequite
crude.Thefractionalcloudcoverisgenerallydiagnosed
usingtherelativehumidityfieldalone;see,forinstance,
Smagorinsky(1960).Thesimplestschemesassume
overcastconditionswhenthemodelgridtx)xbecomes
saturated,ormakecloudinesssomesimplefunctionof
relativehumidity.

Averydifferentapproachtomodelinglarge-scale,
nonconvectivecloudshasbeenproposedbySundqvist
(1978),whointroducesaprognosticequationforcloud
waterandwritessourceandsinktermsbymaking
assumptionsforcondensation,evaporation,andprecipitation
overafractionofthegridarea.Fractionalcloudiness
schemesbasedonknowledgeofthesecond-orderstatistics
oftemperatureandtotalwatermixingratiohavealsobeen
proposedbySommeriaandDeardorff(1977),Mellor
(1977),andHansenetat.(1983).However,neither
prognosticschemesnorstatisticalcondensationmeth_xlsare
widelyusedinGCMs--theformerbecauseofthedifficulty
informulatingsource,and sink terms for liquid water with an

accuracy that would justify retaining separate storage ,and

advection terms for water vapor and total water, ,and the
latter for a lack of u_ful diagnostic relations lor the higher

statistics. Prognostic equations for the higher statistics are

beyond current reach both theoretically and computation'ally.

The parameterizations discussed thus far depend only on
thermodynamic quantities and their hu-ge-scale tendencies.

Situations that depend upon a more direct dependence on

large-scale motion are probably common. Examples are

deep convection in the presence of vertical wind shear

(Moncrieff 1978; Thorpe et at. 1982; Emanuel 1983a,b) and
the effects of shear on the maintenance of stratocumulus

layers (Brost et at. 1982) and on the organization of cellular
shallow cumuli.

The evaluation of cloudiness parameterization in GCMs

must deal with two major difficulties: 1) Establishing a

proper comparison with observations, and 2) u'acing ,any
observed deficiencies to their cau_ in the m_xlel. Global

comparisons must rely on satellite observations that give

radiances at the top of the aunosphere. These radiances
must be inverted to obtain cloud fraction, cloud-top height,

emissivity, and albedo. In principle, this inversion process

could be bypassed, and modeled and observed radiative

fluxes compared directly, tlowever, this would intrtxluce
errors because of the GCM's relatively simple radiative

transfer calculations, including the ,assumptions made for the

radiative properties of the clouds. On the other hand, if the
inverted fields were used, cloudiness is viewed through the

radiative transfer calculations used in the inversion whose

representation of cloud parameters might be quite different
from the GCM's. Thus, care must be taken to understand
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the relation between the radiative models underlying both

GCM output and observational analysis.

A major deficiency in all convective cloud

parumeterization schemes is that little is known about
whether they indeed simulate real clouds well enough for

climate prediction purposes, and particularly cloud-radiative

processes that are critical in the GHG-surface temperature-
cloud-radiation feedback loop. To verify the

parameterization of convective cloud and precipitation

processes, improved observations are required of the vertical

profiles of temperature and moisture, low-level moisture
convergence, cloud type and distribution, surface heat

fluxes, PBL, and radiational heating.

Conclusions�Recommendations. hnprovements are needed

in the treatment of downdrafls in convective cloud clusters,

as well as the evaporation of falling rain and evaporative

cooling. On the land surface, the apportionment of rainfall

into evaporation and surface runoff is also critical for the

long-term precipitation climatology, surface fluxes, and

surface temperature.

Cloud amount and macroscopic cloud optical properties are

still poorly understood, as are the effects of clouds on the
surface atmosphere energy budgets. The use of prognostic
cloud water (and ice) variables will be one of the keys to

improved cloudiness simulations in models. Prognostic

cloud water provides physical links between phase changes
and radiation, nuemory for cloud fields, and simplification of

model design. However, it does not solve the cloud amount

problem, does not determine subgrid-scale condensation and

evaporation rates, nor does it determine the tnacroscopic

cloud optical properties.

Models must also account for the coupling between

stratiform clouds and convection, cumulus detrainment
(which acts as a source term for liquM and ice), moist

convective turbulence inside stratifonn clouds, and the links
between vertical ,notion and cloud amount. Space-based

and ground truth field experiments are required to improve

the modeling of cloud processes.

More sophisticated numerical methods are required in

global models to properly simulate water vapor transport
and precipitation processes. When relative humidity is

uniform vertically across a substantial extent of the

atmosphere, all models produce similar precipitation

distributions. When water vapor is confined to relatively

shallow layers, the ability of sigma coordinate models to

simulate the location, timing, and atnount of precipitation is

severely co!npromised. An experimental lO-layer hybrid
isentropic-sigma coordinate model performed better than

even a high-resolution sigma model.
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The ability of a global system nwdel to simulate the

hydrological cycle may be consMered a litmus test, since it

represents the "metabolic rate" of the physical global

system. The structure and variability of water vapor and
condensate fields are strongly sensitive to parameterized

convective processes (deep and shallow), surface energy
fuxes, radiation, and large-scale kinematic forcing. Column

integrated water vapor from the Special Sensor Microwave/

In_ger (SSM/I) as well as a liquid water index from the

microwave sounding unit (MSU) are useful for verij3,ing
model processes. Better tropospheric wind data are

required to document divergent flows associated with
diabatic processes.

The dynamics of tropical cloud clusters and teleconnections

need to be better understood The accurate modeling of

cumulus clusters is also critical to the understanding of
water vapor feedback in climate simulations, because

cumulus clusters are an important meclumism by which
water vapor is distributed in the vertical The vertical water

vapor distribution is linked to the radiation budget at the top

of the atmosphere as well as the surface. If different

assumptions are nutde in the changes in the distribution of

water vapor, the climate feedback couM be quite different.
For this research, very high-resolution cloud ensemble

models are currently being developed. The Goddard

cumulus ensemble (GCE) n_Mel has a resolution of l.5 x
1.5 km in the horizontal, and 30 levels in the vertical; the
domain is 200 x 200 km horizontal, and 22 Ion vertical

The modeling of convection schemes use various

assumptions. For example, a new scheme being tried out

assumes that one-third of the cloud mass is in the downdraft

portion of the cloud. Such assumptions, while they may

seem reasonable, need to be verified observationally.
Furthermore, even if the various parameterizations of

processes result in reproducing present climate, they are not

necessarily correct for climate or any other global system
change shnulation and prediction experiments; thus, models

need to be vatidated fi)r the dynamics of "change" as well.

A large fraction of the predicted global warming &_e to
GHGs is caused by cloud and water vapor feedback. To
obtain the cloud feedback term, modeL_"must be able to

predict changes in the cloud fields, including vertically

overlapping structure and optical properties.

Operational weather forecast models now include elaborate

physical parameterizations. To evaluate such modeLr, it is

necessary to evaluate the model's physics, inchuting

precipitation and sul_tce fluxes. Furthermore, the output of
operational models is often used in global research. A

question that must be asked is whether the precipitation and
surface fluxes are accurate enough to be used in such studies

as the Global Energy and Water Cycle Experiment

(GEWEX). In this regard, more extensive evaluation of the
NMC medium-range forecast (MRF) system's precipitation

and surface fluxes is needed, especially time variability, as

well as new independent measurenuents of precipitation and
surf ace fluxes.

While the type and distribution of cloud condensation nuclei

are important for cloud microphysical processes, it is
unclear whether global models need be concerned with this
variable.

GCM precipitation rates at the grid-square level are quite

often incorrect, and 2 x CO 2 at this scale are subject to

great uncertainty.

3.3.3. Radiation and Radiative Processes

In this review, special emphasis is given to radiative

processes on account of their importance in causing

potentially rapid climate change. The quantification and/or

influence of other elements affecting the radiation budget of

the planet are also covered (e.g., GHGs, clouds, water vapor,

and aerosols). Some of these are considered direct forcing
factors, because they are being anthropogenically injected

into the atmosphere and not fluctuating in accord with some

other internal instability or quasi-equilibrium process of the
global system. For the same reason, aerosols are considered

a forcing factor, being injected through industrial activity or

by sporadic volcanoes. Clouds and water vapor are

considered feedback elements of the global system because

they do not "independently control" their destinies; that is,
their amount, structure, and distribution depend on

temperature and other dynamic processes. However, their

interaction with incoming and outgoing radiation can

significantly affect and modulate the initial forcing, such as
an initial temperature increase or decrease. Some of these

distinctions are simply a consequence of the time window of

the present conception of the global system in modeling

tenThS. For example, in a more complete Earth system

model, and on long time scales, the injection of volcanic
aerosols may be considered a natural internal fluctuation of

the global system, even if the mathematical treatment of the

impact of aerosols on the atmosphere and surface

temperature remains the same. Anthropogenic activity is a

controversial aspect of the system. Humans have not yet
decided whether they are a part of a natural system or not.

The division of this section into subsections is somewhat

arbitrary, but serves to highlight various "forcings" and

"feedback" as a) currently perceived and b) currently
modeled. On account of the overlap between the discussions
in the following subsections, conclusions and

recommendations are contained at the end of the section.
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3.3.3.1. Orbital and Solar (Forcing)

By far the strongest of all the "forcings" is the Sun, whose

energy influx in the form of ultraviolet and visible
electromagnetic radiation (0.2 to 4 lain) is the driving force
of weather and climate. At the top of the atmosphere, the

shortwave energy flux is about 1,368 W/m 2. Because of the

Earth's spherical shape and rotation, the average radiative
flux received over a day-night cycle is one-fourth this value

(i.e., -342 W/m2). Approximately a third is reflected by the

atmosphere and the Earth; the rest is absorbed.

As depicted in Figure 15, the absorbed solar energy flux is

in approximate equilibrium with the energy emitted by the
Earth in the form of longwave terrestrial radiation;

otherwise, the Earth would warm up or cool as a result of an
imbalance in these quantities. The figure also depicts the

warming that would result from an instantaneous doubling

of CO 2, n,'unely --.4W/m 2. Indeed, small differences

persisting over long periods of time would lead to climate
change. It is believed that an important cause of recurring

glaciation is variation in the seasonal radiation received in
the Notahem Hemisphere. These variations stem from small

changes in the distance of the Earth from the Sun in given
seasons, and slow changes in the tilt of the Earth' s axis.

Global Radiation Budget

Incident Solar J

340 Wm-/j

 o,a,

Emitted Infrared
240 Wm-2

Absorbed Emitled

Instantaneous CO2 240Wm -2 236Wm -2
doubr_

New Equilibrium with 240 Wm"2 240Wm 2
no other change

Figure 15. Schematic illustration of the global radiation budget
at the top of the atmosphere. Source: IPCC 1990.

These Milankovitch orbital effects appear to be correlated

with the glacial-interglacial cycle, which exhibits

temperature variations as great as 10 to 15°C in some mid-

and high-latitude regions of the Northern Hemisphere (see

Figure 16). On a 100-year time scale, mini-ice ages have
been associated with changes in the fluctuation of the

envelope of the sunspot cycle.

To provide perspective on the magnitude of solar forcing,
it is estimated that in the past 10,000 years the incident solar

radiation at 60°N in July has decreased by about 35 W/m 2

(Houghton et al., IPCC 1990); the average change in 1

decade is -0.035 W/m 2.

Precise measurements from spacecraft show a decline in

solar irradiance of 0.1 percent between 1979 and 1986, with

a subsequent partial recovery. A 0.I percent dimming

represents a direct heating decrease of about 0.25 W/m 2.
Fluctuation in reconstructed solar irradiance from 1874 to

1988--derived from the model of Foukal and Lean (1990)---

is shown in Figure 17a. The ll-year sunspot cycle is clear.
Also evident is the approximately exponential increase in the

envelope fitting irradiance maxima. Climatic effects have
been attributed to the long-term decadal changes in the

envelope of the 22-year sunspot cycle by Eddy, Mitchel, and
others, though direct radiational effects are computed to be
small. A recent comparison by Friis-Christensen and Lassen

(1991) of sunspot cycle length and Northern Hemisphere

temperature anomalies is shown in Figure 17b. The
correlation is remarkably good, about 0.95. The authors

suggest that this parameter based on determinations of cycle

length from epochs of maximum and minimum sunspot
number may be associated with a physically meaningful
index of solar activity. It also removes the apparent lag of

the solar activity curve relative to surface temperature as
obtained from the smoothed sunspot number. Figure 17c

compares the sunspot cycle length with sea ice fluctuations
around Iceland. Presently there is considerable discussion

about the physics behind such a high correlation with solar

activity fluctuations that were previously thought to be rather
small from satellite observations. There is, however, some

evidence that low-frequency variations could be large and as

yet undetected by satellites---for example, a change of solar

output of 4 W/m 2 between 1968 and 1978 (0.3% of the total

output) has been reported by Frohlich (1987).

3.3.3.2. GHGs (Forcing)

Figure 18 is a schematic illustration of the greenhouse

effect, showing that surface climates are basically a result of
the radiational balance between incoming solar radiation and

outgoing net (i.e., reflected solar plus infrared) radiation. As

implied in Figure 18, the final average land and ocean
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temperature. Their
emission varies with

the local atmospheric
temperature, whereas

their absorption

depends on the

temperature of the

other atmospheric
layers and of the
Earth's surface where

the radiation was

originally emitted.

Because tropospheric

temperatures decrease

with increasing

altitude, typically by
5 to 7°C/km, the

active atmospheric
constituents absorb

more upward
radiative flux than

they emit.

The dominant

GHG in the Earth's

atmosphere is water
Figure 16. The main trends in global land temperatures for the last 23,000years, in global ocean

temperatures for the last 150,000 years, anti in global ice volume for the last 850, 000 years.
Source: K.H. Bergman 1983.

vapor. Atmospheric
water vapor content is

in approximate

surlace temperatures would be modulated by induced or
forced ch,'mges in the emission, tnmsmission, or reflection of

incoming solar radiation or oulgoing terresta'ial iongwave

radiation. Thus, ch,'mges in solar energy flux, atmospheric
aerosols, albcdo change due to deforestation or

desertification on a large scale, and, of course, infrared-
absorbing gases and clouds would alTect clunate. Internal

processes, such ,as the rate of overturning of the deep ocean

circulation, could also cause surface temperature change.

Figure 19 depicts the glob,'fl ,annual average fluxes of
radiation within the globzfl E_u'th system. Sol,'u" radiation is

absorbed by the aunosphcre _md the Earth's surface,

providing the energy required by many terrestrial processes.
For the Earth's climate to be in equilibrium, this absorbed

solar radiation must be bal,'mced by outgoing thcrm:d

radiation. The partial mipping of this thcrmzd radiation by
radiatively absorbing molecules helps to increase smface

temperature by sevend tens of degrees comp,'ued with what

they would be without the atmosphere. This process, called

the "greenhouse effect," occurs largely in the first 10 to 15

km of the atmosphere (i.e., the troposphere). Radiatively
active constituents both absorb and emit thermal radiation,
depending on their effective cross-sections mad on

equilibrium between

evaporation and precipitation; this equilibrium is determined
by the overall radiational balance of the planet and the

dynamic and thermodynamic processes that redistribute the

excess solar radiation flux received in the tropics over the

middle and polar latitudes. The atmospheric water vapor
holding capacity is controlled by the surface temperature,

vertical structure, and moisture supply (through evaporation

and convective processes). Thus, the water vapor effect is

considered to be a "feedback" response to an otherwise
introduced temperature change. Likewise, clouds, which are

simultaneously very strong infrared wanning and shortwave

cooling agents, are also dependent on surface temperature,

vertical structure, and thermodynamic processes---thus
introducing a feedback that could enhance or counter an

initkd surface warming induced by other forcing agents.

Without the atmosphere's radiatively active constituents,

the Earth would lose thennal radiation essentially as a black

body at the temperature of its smface (-387 Win2),

neglecting corrections for nonlinearities of the black-body

emission, surface emissivities less than 1, and stratospheric

effects. The actual radiative flux from the top of the

atmosphere is 239 W/m 2. Thus the tolal amount of trapped
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Figure 17a. Recorc_tructed solar irradiance (Wm'2) from 1874 to 1988 using the model of P. Foukal and J. Lean. Note that solar
forcing is only O.175 times the irradiance due to area and albedo effects. Source." IPCC 1990.

Figure 17b. Variation of the surtwot cycle length (l_fthand scale) detem,ined as the difference between the actual solar extremurn and
the previous one. The cycle length is plotted at the central time of the actual cycle (+). The unsmoothed time series have been

imlicated with a difjerent ._'mbol (*), which represents the Northern Hemisphere anomalies.
Source: E. Friis-Christiansen and K. Lassen 1991.

Figure 17c. (Top) 22-year running mean of the amount of sea ice around Iceland from 1740 to 1970 during summer (represented by
the munber of weeks when ice was observed). (Bottom) Smoothed sunspot cycle lengths from 1740 to 1970 (l_hand scale) and

Northern Hemisphere mean temperature (righthand scale).
Source." E. Friis-Christiansen and K. Lassen 1991.

radiation is 148 W/m 2. Sustained changes to this trapping

by as little as 1 W/m 2 would change the Earth's radiative

balance sufficiently to be of considerable importance Ibr the

climate system (Dickinson ,and Cicerone 1986). Of the

radiatively active gases in the current atmosphere, only

water vapor (It20), carbon dioxide (CO2), methane (CtI4),

nitrous oxide (N20), and chlorofluorocarbons (CFC-I 1 and

CFC-12) are in sufficient concentrations to be important in
the Earth's overall thermal budget. Of these, the strongest

absorber by far is water vapor. Indeed, much of the

tropospheric radiation can be described with water vapor as

the only absorber (Dickinson and Cicerone 1986).

The notion of an "enhanced" GtIG effect refers primarily to

the incremental global warming caused by increasing
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concentrations of anthropogenically introduced radiatively

active gases, such as CO 2, tropospheric 0 3, CH 4, CFCs, and

N20, over and above the greenhouse effect caused by such

naturally occurring GHGs as water vapor. Though the word
"enhanced" is frequently omitted, the distinction is central to

the currently prevalent discussion of greenhouse effects and,

indeed, to the way climate models simulate future scenarios of

climate change. This central thesis has also been the cause of
much of the controversy about predicting future climate

change in absolute terms. The controversy arises from
uncertainties over the manner in which other forcings and

feedbacks compete (with or agains0 the enhanced GHG effecL

With the exception of ozone, which strongly absorbs solar

radiation, primarily in the stratosphere, the other atmospheric



Figure 18. A simplified diagram illustrating the greenhouse effect.

Source." Earth Science Support Office 1992.

trace gases affect the atmospheric heat budget tluough their
strong absorption and emission of thermal inti'ared radiation

over the wavelength range -6 to 16 Fun. Furthermore, at the
wavelengths where water vapor strongly absorbs and emits
radiation, the effect of the other gases is minhnal. The

vibrational-rotational bands of water vapor block radiation at
wavelengths less than 8 t.tm and the rotational bands block

wavelengths greater than 18 tam. Carbon dioxide dominates

the absorption of radiation between 12 and 18 lam. The
remaining spectral region from 8 to 12 t.un is known as the

"window" because of the atmosphere's relative transparency

to radiation over these wavelengths. The inleasity of black-
body radiation depends on

wavelength according to the Phmck

function; at the temperature of the
Earth's surface, this function h`as its

maximum values in the window

region. Consequently, -25% of the

thermal emission from the E,'uth's

surface (~100W/m 2) is at

wavelengths of 8 to 12 _n. A larger

fiaction of the emission from the top

of the atmosphere is in this spectral

range. In this wavelength region,

emission v,'uies with tempcratare (T),
approximately ,as exp(- 15001I"). A

uace gas at a temperature -33°C less
than that of the E,'u-th's emission

tempemtm-e will thus only reemit
about h_df ,as much energy ,as it

absorbs. Interestingly, CH4, O3,

N20, CFC- 11 (CCI3F) , and CFC- 12

SPACE

(CCi2F 2) all have strong absorption bands in the

atmospheric window region. These trace gases

absorb and emit as functions of wavelength in
discrete lines with extended wings. These lines
occur in bands and result from the rotational

splitting of individual vibrational energy transitions

of the molecules. Their strength is determined from
the strength of the band transitions, from the

concentration of the trace gas, and from the
rotational partitioning of the band into individual

lines. The emission rate of a line depends on its

absorption strength and on local temperature.

The weakest lines absorb radiation significantly
only in their line cores, and this absorption
increases essentially linearly with concentration of

the absorber gas. Somewhat stronger lines absorb

radiation mostly in the wings, with only relatively
small amounts absorbed by their saturated cores.

Increasing absorber concentration pushes the peak

absorption farther into the line wings so that wing

absorption increases with the square root of the product of
atmospheric pressure and absorber concentration. With even

stronger line strengths, the peak absorption is pushed so far

into line wings that other lines within the band overlap the
absorbing wings, and absorption only increases

logarithmically with increasing absorber concentration. The

absorption of a band varies with absorber concentration

according to the variation of its stronger absorbing lines.
CFCs and tropospheric 03 are present in such small

concentrations and have so many individual lines that their

absorption of thermal radiation radiation is nearly

proportional to their concentrations; CH 4 and N20, being
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Figure 19. Schematic of the relative amounts of the various energy inputs and outputs in the

Earth/atmosphere system. Source." From NRC data 1975.
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relatively more abundant, increase their absorption
essentially according to the square root of their

concentrations; CO 2 absorption is prolx)rtional to the

logarithm of its concentration (Dickinson ,and Cicerone
1986). All the trace gases absorb not in single bands but in

multiple banffs, and weaker hot and isotopic bands are also

present. The above scaling arguments are only approximate
and are especially prone to errors if applied to large changes
in concentrations where either the stronger bands may

change their dependence on absorber amount, or previously

unimportant weaker bands of a given gas may become

relatively more important.

Figure 20 shows the association of fluctuations in
temperature with atmospheric concentrations of CO 2 and

C1t4; the data have been derived from air bubbles trapped in

Antarctic ice cores. The correlation is very high, lending

credence to the hypothesis that an enhanced GHG effect
would cause climate change. The observed global
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Figure 20. Analysis of air trapped in Antarctic ice cores showing
the correspondence between local temperature and

concentrations of methane and carbon dioxide over the last

I60,000 years. The 1990 concentration of CO 2 is also indicated.
Source: Houghton et al., IPCC I990.
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Figure 21. Combined land air and sea surface temperatures,
1861-1989, relative to 1951-1980. Land air temperatures are

from P.D. Jones, and sea surface temperatures are from the U.K.
Meteorological Office and Farmer et al. (average of the two data

sets). (a) Northern Hemisphere, (b) Southern Hemisphere, (c)

globe. Source: Houghton et al., IPCC 1990.

temperature change is shown in Figure 21, using all available
land surface and ocean temperature observations. Since

1979, more accurate and globally consistent observations
have been obtained from satellite MSU channel 2R data (see

Figure 22), but the subject of global warming is still
somewhat controversial because GHG forcing does not

operate in isolation. The atmospheric vertical and horizontal

distributions of some GItGs (e.g., 0 3) and greenhouse agents

(e.g., clouds), in combination with other elements affecting
the radiation b-,dance (e.g., aerosols), would determine the net

surface effect (warming or cooling) and magnitude. Also, the

surface "climate" change depends on how the physical

system responds to an initial change forced by GHGs; thus,

feedback processes that may enhance or subdue the initial

tendency change need to be taken into account.

The primary reason for concern about increasing
concentrations of GHGs is the effect on the planetary
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Table 1. Summary of Key Greenhouse Gases
Affected by Human Activity

Figure 22. Comparison between MSU channel 2R and thermometer-derived

temperature anomalies for (a) North America and (b) whole Earth. Lower right

panels of each set show difference between MSU and thermometer values. Over North

America during 1979-1989, there is no trend in t;,e difference, but over the whole

Earth the thermometers show a trend +0 18°C warmer than the MSU data.

Source: R. Spencer andJ.R. Christy 1991.

radiation balance, which could alter global surface

temperatures. Industrial and agricultural activities over

the past century have resulted in an unprecedented rate of

increase in the atmospheric concentrations of

radiatively active trace GHGs including CO2, CII4,

CFCs, and N20 (see Table 1). Modcls of the global

climate s)/stem predict a consequent increase in global

average temperature of 1.5 to 4.5°C at equilibrium for a

doubling of equivalent CO 2. While the regional scale is

not accurately resolved by the models, the temperature

change is forecast to be even larger in the middle and high
latitudes, but smaller in the tropical belt. Attempts to

model the existing historical record of global temperature

for the past century have not yet provided unambiguous

proof that an enhanced GHG effcct already exists.

Concern about such a warming stems from its potential

impact on environmental factors, such as shifting

precipitation patterns, weather extremes (e.g., droughts,

floods), and sea level rise, and their consequences to

agriculture, water supply, the energy and transportation
industries, world trade balance, and so forth.

(17_1_) (1990) L'%a_y_blelime(_)

(O2 _ppaw _ppmv 0._ _

CH4 _pp_ 17201_v 0.9% I0

IX-II 01_ _Opplv 4% _

(]:[-12 01_ 41Spptv 4% 130

1120 _iV_ 3101_ 0.2_ I_0

Source: Houghton et al. 1990.

Climate forcing is measurcd by the

change in the heating rate of the Earth in

W/m 2. For example, the increase in

-_ concentrations of the greenhouse gases

:_ carbon dioxide, chlorofluorocarbons,E
methane, and nitrous oxidc since the

rn

*' International Geophysical Year in 1958=..if-
theoretically caused a heating change of

1.1 W/m 2. The accumulated increases in

these GIIGs since the Industrial

Rew_lution, beginning in 1800, is

computed to have caused a heating change

of more than 2 W/m 2 by decreasing the

infrared radiation emitted into space--an

amount equivalent to increasing by 1

percent the solar radiation absorbed by the

Earth 0Iansen 1987). The atmospheric
abundance of the above gases has been

monitored accurately over long periods, and they are

relatively well mixed in the troposphere up to about 10 kin.

However, ozone in the upper troposphere and stratospheric

water vapor--two very important GllGs--are not measured
accurately. Both need to be known It assess tolal GIIG

climate forcing.

Most global models u_xl to predict climate change use

CO 2 as a proxy for other GI lGs. That is, the models

simulate changes in the climate system due to, for example,

a doubling of equivalent CO 2 concentrations in the

atmosphere, and do not explicitly take into account the

greenhou_ effect of other individual trace gases such as

CH 4, N20, and CFCs. The use of an "effective" CO 2

concentration to simulate the combined greenhouse effect of

CO 2 and the trace gases C1t4, N20 , CFC-I 1, and CFC-12 is

open to question, because the radiative forcing behavior of

CO 2 is very different from that of these other gases (Wang

et at. 1991, 1992). Atmospheric CO 2 is currently increasing

at 0.5 percent/year, while Ct[4, N20 , CFCI 3 (CFC-11), and
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CF2CI 2 (CFC-12) are increasing at 0.9, 0.25, 4, and 4

percent/year, respectively. These latter trace gases have

strong absorption bands at 8 to 20 pm in the infrared. They
,are also chemically active and their increase can pertmb

atmospheric O 3 with subsequent climate effects. But the

spatial distribution of atmospheric opacity that absorbs and

emits the longwave radiation is different for CO 2 and for the

other trace gases. For ex,'unple, CFC! 3 is optically thin,

whereas CO 2 is optically thick. This difference can lead to a

different distribution of radiative lorcing that in turn will

affect the dyn,'unics, thereby causing a different climate

response.

Table 2 and Figure 23 show the differences in radiative

heating and climate from simulations obtained from the
NCAR community clunate model with and without the other

trace gases explicitly treated. Nontrivial differences are

apparent. Compared with the response to a doubling of

CO 2, the addition of other trace gases result.,; in a

substantially stronger heating rate in the stratosphere--up to

0.06°C per day at 15 ion--and lower tropospheric and ne,'u"

surface cooling over the polar latitudes. In the

corresponding equilibrium climate states, the upper

troposphere and stratosphere are warmer, as is the surface
and the lower troposphere in tropic,'d and subtropical

latitudes, when trace gases ,are increased. Furthermore, in
the m_xlel, the addition of trace gases yields a more realistic

simulation of present climate, correcting the cold bias at the

surface and the upper troposphere (especially in the tropics)

and the dry bias in the atmosphcre. Significant differences
are also there in the simulation of regional surface

temperature (Wang et at. 1992). The point to be made here

is that trace gases and CO 2 could have different effects on

the Earth's climate and should not be ,arbitrarily treated as

"equivalent" CO 2.

Precisely how to handle the entire scientific problem of

the detection and prediction of GHG effect and climate

change is still the subject of some discussion, even if

generalities are commonly assumed to be known. Details on

this subject are contained in the report entitled "Greenhouse
Effect Detection Experiment-GEDEX" (Schiffer and

Unninayar 1992). The global atmospheric temperature
record emerges as one of the most analyzed indices of

change. Observational analyses generally show that the

temperature change over the past 100 years is consistent
with climate model simulations, but the change is not large

enough to be beyond the range of naturally occurring

possibilities. Conceivably, there are other means to detect an
enhanced GIIG effect, such as a change (increase) in the

global average surface downward infrared radiation, but a
lack of observational data precludes such an analysis.

Multivariable and multivariate fingerprint approaches have

been suggested to more convincingly detect the greenhouse

effect and to verify the accuracy of predictions from global
models (Schiffer and Unninayar 1992), namely by looking

for a statistical match between the regional distribution of

change in temperature, precipitation, moisture, and sea ice.
I lowever, even changes in these parameters may not be the

unique result of changes in anthropogenically injected
GHGs. Natural biogeochemical processes could alter the

moisture and cloud fields, thereby causing a surface

temperature change. In order to isolate enhanced GHG

effects from changes caused by other processes, all forcings
and feedbacks must be quantitatively observed and modeled.

3.3.3.3. Ozone (Forcing)

Ozone is the only major greenhouse gas that strongly
absorbs solar radiation at the ultraviolet end of the spectrum,

primarily in the stratosphere. Stratospheric ozone protects
the Earth's surface from harmful solar ultraviolet radiation

and plays an important role in controlling the temperature

structure of the stratosphere by absorbing both incoming

Table 2. Radiative Forcing and Climate Stat&tics

& a&
case (K)

A* 282.8 --

Bt 287.0 4.2
C.1: 288.0 5.2

Climate statistics Radiative forcing (Wm -_)

P &P C &C O &Q

(ram per day) (%) (ram) STS UTS LTS S TSS

3.01 -- 0.67 _ 17.4 --
3.26 0.26 0.65 -0.019 22.6 5.18 -1.06 1.09 1.47 0.950 3.51
3.34 0.33 0.63 -0.033 24.0 6.64 0.742 1.52 0.804 1.63 3.96

An_al and global mean values of radiative forcing simulated in the community climate model and the subsequent changes of climate statistics.
The climate statistics ate surface air temperatures Ts. precipitation P. cloud ocrver C and column water vapour Q. The changes of radiative forcing ate

for the stratosphere (SIS; <150 rob), the upper troposphere (UTS; 150-500 rob), the lower troposphere (LTS; 500-rob surface) and on the surface iS) as

well as i_ the troposphere-surface system CISS).

• 330 p_.m.v. CO 2 without trace gases.

t 660 p,_.m.v. CO2 without trace gases.
t 330 p.p.mv. COz. 1.7 p,p.m.v. CH,, 0.3 p_p.m.v. N20, I p4:)b.v- (1 part per 10 s volume) CFCI3 and I p.p.b.v. Ctc2012. a_ CO¢lstatlt tJ'lfoughout th_

Iltrrmspt_re.

Source: Wang et al. 1991.
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solar ultraviolet radiation ,and outgoing terrestrial (longwave)
radiation. Part of the absorbed outgoing longwave radiation

is reradiated to the surface-troposphere system. Reductions

in stratospheric 0 3 can m(nlify the surface temperature

through two competing processes: 1) More solar radiation is

transmitted to the stn'face-troposphere system, thereby
contributing to a surface warming; and 2) a cooler

stratosphere (due to decreased ultraviolet and longwave

absorption) emits less to the troposphere, leading to a surface
cooling tendency. The solar warming (a function of total

column ,amount of 0 3) and the longwave cooling (a function

of the vertical distribution of 0 3) are of similar magnitude.

Thus the magnitude, as well as the siena of the change in

smface temperature, depends critically on the magnitude of

the O 3 change, which in turn depends strongly on altitude,

latitude, and season (IPCC 1990). The reduction of

stratospheric ozone is also thought to have potentially
serious biological consequences: An increase in the

inlensity of UV-B at the Earth's surface is expected to
increase the incidence of skin cancer and dccre,_,;e the

productivity of marine biota, thus on the biological c_u'bon
pump. The latter effect could lead to ,an increase in the

concentration of CO 2 in surface waters and, consequently,

the atmosphere.

The large seasonal dccrea_ in toUd ozone (as much ,as 30

to 40%) over the Antarctic, termed the "ozone hole," has

been the cause of considerable investigation and concern in

recent years. Stratospheric 0 3 is photochemically controlled

by chemic_ly active species in the oxygen, hydrogen,

nitrogen, chlorine, and bromine families. The precursors for

the photochemically active species are 02; H20 and CH4;

N20; CFCs, CC14, CH3CCI3, CH3CI; and halons and

CH3Br, respectively. The increasing atmospheric loading of

halocarbons, in particular CFCs, is thought to be primarily
responsible for the ozone hole hence the regulatory
measures agreed upon under the Montreal Protocol.

Pul analysis of satellite data measuring aerosol (optical
depth), 03, and water vapor (McCormick et at. 1992)

indicates a large rate of decrease of about -15 to -20 percent

per decade in lower stratospheric ozone for the period 1979-
90. This is somewhat larger than the results of Miller et at.

(I992) based on balloon ozonesondes (1970-86) of about -6

percent per decade. While the difference in these results is

under investigation, they both independently indicate a

signfificant ozone decrease in the lower stratosphere.

Model simulations show that atmospheric temperature is

rather sensitive to ozone concentration changes 0tansen). It is
hypothesized that some, if not all, the inconsistencies between

model results for the 1980s and 1990s, and observational

results (Angell), are likely to be due to O 3. Because ozone

absorbs ultraviolet and infrared thermal radiation, a change in

ozone levels can either increase or decrease temperature,

depending on the change of the ozone profile.

3"11



When 03 is removed in the upper troposphere/lower

stratosphere (250 to 20 mbar) in a model, strong cooling of

the troposphere (about -1 to 4°C) is produced. When 0 3 is

removed above 10 mbar, a cooling of the stratosphere (up to

-80°C) results. Precise measurements of O 3, with

i,fformation on its vertical concentration distribution, are

required to accurately quantify the effect of ozone changes.
Uncertainties with regard to O 3 ,and tropospheric aerosols

are estimated to be 1 W/m 2.

3.3.3.4. Aerosols and Dust (Forcing)

The impact of aerosol particles (i.e., solid or liquid

particles in the range of 0.001 to 10 ktm in radius) on the
radiation budget of the Earth-atmosphere system is
manifold, either directly through scattering ,and absorption in
the solar and thermal infrared spectred ranges, or indirectly

through the modification of the microphysical properties of
clouds, which alTccts their radiative properties.

Tropospheric aerosols are important, because they scatter
and absorb (primarily solar) radiation, thereby changing the

amount of radiatio,l absorbed by the Earth. The composition

of the aerosol is important to its radiative effect, because the

composition determines whether the aerosol primarily
scatters or absorbs solar radiation. A scattering aerosol with

an optical depth of 0.125 and with a single scattering albedo
of 0.95 could c_x)! the Earth by as much ,as 1.6°C, whereas

the same total abundance of aerosol with a single scattering

albcdo of 0.75 could warm the Earth by 0.5°C (Charlock and

Sellers 1980). The albedo of the aerosol is controlled

primarily by the amount of black carbon or soot in the
aerosol (,although dark soil aerosols can ,also absorb solar

radiation). Quantification of the amount of soot present in

the atmospheric aerosol is therefore of importance in order

to quantify the overall effect of aerosols on climate. Recent
studies have estimated that the amount of radiation scattered

as a result of the anthropogenic sulfate in atmospheric

aerosols may be a large fraction of the total amount of

radiation trapped by increase in GttGs (Charlson et at.

1990). Because emissions of black carbon are ,associated
with sulfur emissions, it is import,'mt to quantify the

warming effects of soot as well (Penner et at. 1991b).

Aerosols may also affect the Earth's radiation balance

through their effects on clouds. Aerosols alter clouds in two

ways. First, aerosols act as cloud condensation nuclei

(CCN). Changes in the number concentration of aerosols
that act as CCN can therefore lead to changes in the number

of drops present in clouds. Indeed, clouds that form over
continents, where CCN concentrations are high, typically

have smaller but more numerous drops than similar clouds

that form over the oceans. Other things being equal, these

clouds are also more highly reflective of solar radiation

(Twomey 1977). Estimates of the effects of anthropogenic

and biogenic sulfur aerosols on cloud droplet concentrations
have shown that increases in these may be a substantial

source of atmospheric cooling (Charlson et at. 1987; Wigley

1990). The effects of aerosols produced in biomass burning

can also be substantial (Penner et at. 1991c).

By increasing the number of small drops within a cloud,

aerosols may also change cloud lifetime. Warm water
clouds with more numerous, but smaller, drops do not form

precipitation through the coalescence mechanism as easily as
those with large drops. As a result, these clouds may be

longer lived and hold more liquid water on average than
clouds that form with larger drops (Albrecht 1989; Radke et

td. 1989). By increasing the number of CCN, the fractional
area covered by clouds may be increased as well as the

amount of liquid water present in clouds. Clouds with more

liquid water are also more highly reflective of solar
radiation. Cold clouds initiate precipitation through ice

formation mechanisms; these clouds would not be subject to

alteration of their lifetimes through the aerosol mechanism

discussed here.

Atmospheric aerosol concentrations and optical depths are

highly variable, but, on average, urban concentrations may

equal 105 cm "3, while pristine ocean areas often have

concentrations of less than a few hundred cm -3. The

corresponding optical depth for these aerosol concentrations
varies from a high of about 1.5 to a low of perhaps 0.05.

The largest optical depths occur on humid days. This is
because above about 80 percent relative humidity aerosols

with soluble components deliquesce and form larger haze

particles. When particles form a haze they scatter radiation
even more efficiently. An ammonium sulfate particle, for

example, will increase from 0.1 to 0.2 Iarn radius when the

humidity increases to 95 percent. Its specific scattering
cross section then increases by about a factor of 4 (due to its

increased cross-sectional area).

The fine particle fraction of the atmospheric aerosol
contains most of the aerosol number and is, therefore, the

most important to quantify in order to determine the effects
of aerosols on clouds. Except in desert dust outbreaks and

near the ocean surface where sea salt aerosols are prevalent,

the fine particle fraction also contains a large fraction of the
aerosol mass as well. Here, the free particle fraction is

defined as those aerosols with diameter less than about 2.0

vna, because emissions have been defined in terms of this
component of the aerosol size distribution (Gray 1982;
Hildemann et at. 1991a; Hildemann et al.1991b). It is

important to quantify the sources of aerosols with a better
resolution of size in order to relate aerosol number
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concentrations(whichoftenpeakat0.1to0.2_arndiameter)
totheconcentrationofparticlesthatactasCCN.

Particlesmaybecomposedofsulfate,nitrate,organics,
silicates,andothercompoundsassociatedwithsoilsand
dust,seasaltandcompoundsassociatedwiththeseasalt
aerosol,,'unrnonia, soot or black carbon, and trace metals.

The dominant tropospheric aerosols are sulfates, which

form from sulfur dioxide (SO 2) released by the burning of

coal and oil. Their overall impact would be a cooling effect

due to the increased reflection of sunlight. About 25 to 50

percent of the aerosols in the atmosphere may be of

anthropogenic origin and would correspond to a mean

cooling change of between 0.5 and 1.5 W/m 2. Thus, the

enhanced greenhouse heating caused by the burning of fossil

fuels could be offset by cooling due to aerosols produced by
the very same anthropogenic activity. Unlike GHGs,
however, sulfate aerosols ,are not well mixed in the

atmosphere; therefore, their impact on climate is likely to be

different from that of GHGs. The actual tropospheric aerosol

loading is very poorly measured.

The stratosphere is relatively clean since the trolx)pause

behaves as a cap over the troposphere, containing most of
the atmospheric aerosols, dust, and so on. Stratospheric

aerosols me primarily the result of episodic injections of

SO 2 and dust, among other chemicals thrown high into the

atmosphere by large volcanoes. These aerosols can

drastically reduce (by up to tens of percent) the direct solar

be,'u'n, though this is partly compensated for by ,an increase
in diffuse radiation, so that the decreases in total radiation

are smaller--typically 5 to 10 percent (Spaenkuch 1978;

Coul_n 1988). Model results indicate a direct cooling

effect of up to 5 years and longer (>10 years) for the

relaxation of secondary circulation and feedback processes

(Robock). During this period, the aerosol cooling effect
would more than offset the enhanced GHG effect. Thus, any

change in the frequency of large volcanic eruptions could

have a major impact on climate.

Lately, interest has also focused on dimethyl sulfide

(DMS) released at the ocean surface to the atmosphere by

ocean biological processes. DMS, an efficient condensation

nucleus, is thought to be capable of modifying cloud

microphysical processes, thereby climate. The atmospheric
concentration changes in DMS are relatively unlo_own. A

variety of organic aerosols also exist in the troposphere;

however, these are assumed to be in equilibrium ,and not

increasing, as are sulfates.

Large dust clouds originating in the desert regions of the

world are likely to have a cooling effect similar to that of

aerosols, through the reflection of solar radiation. Satellite

pictures also show dust clouds originating in the Sahara

region and stretching across the Atlandc to Amazonia (see

Figure 24). The causes of fluctuations in this dust cloud are

unknown, but they are hypothesized to be linked to
fluctuations in the African and Indian monsoon. It is

hypothesized that the Amazonian forest is mineralized by

the fallout of this Saharan dust, and, on a long-term basis,
lbrest growth cycles fluctuate with the availability of

minerals from across the Atlantic. That is, during ages of
abundant rainfall over the Sahara, the Amazon rainforest

gradually perishes and vice versa. Thus, the desert interacts

over the Atlantic to support the living forest.

There are several important questions that require three-
dimensional chemistry-climate models (Wuebbles 1991):

• What are the important chemical processes and

reaction channels in the gas, aerosol, and aqueous

phases that can influence climate, and how do they

depend on atmospheric conditions?

• What is the role of sulphur emissions and resulting

aerosol chemistry in current climate, and the role
of carbonaceous and other aerosols?

• What is the potential impact of changing ozone
concentrations on climate and vice versa, and what

is the effect of changing climatic (or chemical

conditions) on the aerosol-initiated stratospheric
ozone depletion in the Arctic and Antarctic?

• What is the impact of the close coupling between

tropospheric CH 4, CO, OH, NO x, and 0 3 on

projection of climate change, and how might the

distribution of these species change?

• How might the exchange of water vapor and other

gases between the troposphere and stratosphere be

affected by a changing climate, and what is the
effect of changes in stratospheric water vapor on

stratospheric clouds?

3.3.3.5. Clouds (Feedback)

Clouds are simultaneously strong downward infrared
radiators and shortwave solar radiation reflectors. How

clouds are likely to change with increased greenhouse

warming is essentially unknown. Higher surface

temperature is expected to cause increased evaporation,

which could increase cloud cover, thereby cooling (a

negative feedback). But most climate models suggest that

increased evaporation would lead to more vigorous moist

convection and thunderstorms over a very small portion of
the Earth's surface and increased drying by subsidence over

the rest of the planet, resulting in reduced overall cloud

cover (a positive feedback). Other cloud feedback effects

are possible and the signs of their changes currently
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unknown (e.g., changes in cloud microphysics such as size

and phase of cloud droplets that affect reflection and
absorption of solar and terrestrial radiation). Observing and

modeling cloud feedback prove crucial to climate change

detection and prediction, because the short- and longwave

components of cloud-radiative forcing are about 10 times as

large as those for a CO 2 doubling (Ramanathan et al.).

Earth Radiation Budget Experiment (ERBE) data analysis

shows that the global shortwave cloud forcing is about -48

W/m 2 owing to the enhancement of planetary albedo, while

the longwave cloud forcing is about 31 Wlm 2 as a result of

the greenhouse effect of clouds. Therefore the global mean
effect of clouds is to cool the climate system by about -17

W/m 2. Some studies (Ardanuy) suggest that this could be as

much as 27 W/m 2.

It must be underscored that even an accurate description

of net (i.e., on the average) cloud forcing does not

particularly address the issue of forced climate change or
cloud-climate feedback. Another quantity---cloud

sensitivity, which represents the differential response of

Earth radiation budget and other variables of the global

system to changes in cloud cover parameters about their

mean distribution---proves a critical factor in determining
the cloud feedback in simulating or predicting changes in the

global system.

3.3.3.6. Water Vapor (Feedback)

In warm climate regimes such as the present and that of a

2 x GItG scenario, the thermodynamics of H20 have a

dominant influence in the radiative feedbacks (Ramanathan

and Collins). The saturation humidity varies exponentially

on temperature; as a result, a 1 percent increase in

temperature from 300K would increase saturation humidity

by 17 percent. Supporting satellite observations reveal that

the total atrnospheric water vapor increases by -17 percent

for each 1 percent increase in sea surface temperature. The

latent energy of a parcel of air also grows by 17 percent for

each 1 percent increment in temperature (T). The surface

emission increases at a rate close to 6.1 W/m 2 per degree K

at around T = 300K, but the emitted energy cannot escape to

space; instead, it is trapped in the atmosphere. Further, the

trapping increases faster than the surface emission as

Figure 24. Aerosol optical depth (xlO0) on 18-25 June t987, estimated from the visible channel of A VHRR. Note Sahara dust off
Africa and sulfate haze off the U.S. east coast. Source: L. Stowe, NOAA.
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temperaturesincreaseabove-300K. Thatis,inthetropics,
thewarmertropicalocean/atmospheresystemisnot
governedbythefundamentalnegativefeedbackbetween
temperatureandinfraredemissionthatexpelsexcessheatby
radiatingtospace.

Thistropical"supergreenhouseeffect"iscausedbya
combinationofseveralmutuallyreinforcingfactors,
includingincreasesin totalcolumnH20;H20continuum
absorptionthatscalesquadraticallywithH20partial
pressure;highermiddle-andupper-troposphereH20
concentrations;andchangesin thelapserate.WhenT is
greaterthan300K,aparcelofmoistairnearthesurfacehas
sufficientlatentenergythat,if it is forciblylifteduntilit
reachessaturation,itcanovercomethegravitational
potentialenergyandrisetotheuppertroposphereasa
cumulonimbuscloud.Thesystemispotentiallyunstable
unlessanothernegativefeedbackexiststostabilizeit. The
warmingcontinuesuntilthecloudsbecomethickenoughto
shieldtheoceanfromsolarradiationandarrestfurther
w,'u-ming.Mostofthisshieldingisbyhighlyreflective
cirruscloudsthatactlikeathermostat.It isthoughtthai
theregulatoryeffectofthesecirruscloudsmaylimitsea
surfacetemperaturestolessthan305K.Wallaceand
Rossow(1992)disputetheresultsoftheRamanathanand
Cellinsstudyinregardtowatervaporandcirruscloud
effects.

Intheloweratmosphere,watervaporisgenerally
expectedtocauseapositiveclimatefeedback,because
warmeraircanholdmorewatervapor.Modelsexplicitly
includesuchapositivefeedback;however,severalprocesses
withinthelarge-scaleatmosphericcirculationandthe
injectionofwaterbythunderstormsinfluencethe
atmospherichumidityprofileindifferentways.Thusthe
magnitudeofthewatervaporfeedbackisuncertain.
Significandybetterobservationsarerequired,particularlyof
stratosphericwatervapor.Watervaporchangesassociated
withobservedclimatechangemustbedeterminedsothatthe
correlationbetweenthetwocanbequantified.

3.3.3.7. Anthropogenically Induced Surface

Changes (Forcing)

Changes in the Earth's surface reflectivity (i.e., albedo)
due to largerscale deforestation or desertification and

urbanization may also produce significant climate forcings.

Figure 25 summarizes the relative warming or cooling effect
for changes in a range of radiative parameters. Feedback

effects are not included. Although they are not accurately
known (estimates vary by as much as a factor of 2 or 3),

deforestation and desertification rates are increasing with

population pressure. Operational meteorological satellites
that measure surface reflectivity are not calibrated well

enough to provide long-term data, but in several countries

major portions of tropical forests have disappeared.
Deforestation also continues in the mid-latitude countries.

Radiative Forcimjs

Figure 25. Global mean radiative forcing of the clhnate system for arbitrary changes of radiative parameters. Here AT o is the

temperature change at equilibritan (t---)_) computed with a one-dhnensional RC model for the specked change in radiative forcing

parameter, with no climate feedbacks inchMed: AT o must be multipl&d by a feedback factorf to get the equilibrium surface

temperature change including feedback effects. Tropospheric aerosols are afl placed in the lower 2 kln of the atmosphere; the desert

aerosols have an effective radius of refit2 pan and a single scattering albedo w = 0.8 at wavelength I = 550 nm, while the soot aerosols

have rej._l _am and w = 0.5. The land albedo change of O.05 is implemented via a change of 0.015 in the surface albedo,

corresponding to 30% land cover. Source: J. Hansen et al. 1988.
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Conclusions�Recommendations (Radiation and Radiative

Processes). The conclusions and recommendations below

refer to all the subsections covered in Section 3.3.3.

More research is required on the relationship between

interannual solar fluctuations antt stratospheric and

tropospheric circulation.

More research is required on the influence of decadaI and

longer term solar fluctuations and the Earth's climate anti

biological system, including research on physical feedback
mechanisms that may be presently unknown.

The intriguing and near 100 percent correspondence

between sunspot cycle length and global average

temperature anomalies during the past lOO years needs to be

more fully explored and explained, particularly because it

suggests a driving mechanism other than GHG fi_rcing as a

possible cause for the observed clinuzte trends. Or,

conceivably, solar fluctuations could alter the biosphere

(e.g., ocean phytoplankton populations), thereby disturbing
the sources and sinks of GHGs which in turn couM lead to

clitnate change. Much more complete Earth system models,
which include an interactive ocean and land surface

biosphere (and not just vegetation), wouM be required to

further research in this area, as well as observations of solar

activity and biogeochemicaI processes.

A large number of atmospheric properties contribute to the
radiation field. Solar irradiances and heating rates are

influenced primariIy by the distribution of H20 at

tropospheric levels and 03 in the stratosphere, but a number

of other gases (including CO 2, 02, NO 2, and CH 4) also

contribute significantly to the heating at some levels.
Thermal radiances and cooling rates are sensitive to the

distribution of these gases as well as N20 and CFCs, which

absorb strongly in the 8 to 12 lain atmospheric window. A

detailed description of the atmospheric and surface

temperature distribution is also needed for thermal radiance
and coo6ng rate calculations. Clouds and aerosols at

tropospheric and atratospheric levels can also have
dramatic influences on the heating and cooling rates.

,_implifications and omissions in existing global clitnate

models seriously compromise the accuracies of the net

radiative heating rate calculations. Great accuracy is

required, particularly in diagnostic models, because the
atn,osphere is always close to radiative equilibrium. Net

heating rates are therefore a small difference (<10%)

between the much larger solar and heating comt:onents.

Small _rrors in either component can produce much larger

heating rate errors. Methods that compute net heating with
errors as small as lO percent are available, but are too
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computationally expensive for most climate modeling

applications. Errors as large as 20 to 80 percent are
common in most currently implemented climate modeling

applications. More research into efficient radiative transfer

models is required. The radiative processes most poorly

represented in all climate models are the interaction of

absorbing gases and scattering clouds and aerosols at

infrared wavelengths. A more accurate treatment of these

processes is needed not only for climate models, but also for
the analysis of observations to be returned by the EOS

system and other remote-sensing instruments.

Overall there are two aspects related to the accuracy of
GCM radiation calculations. First, given the observed

atmospheric and surface parameters, the surface reflectivity

and emissivity, atmospheric temperature, and radiatively

important constituents (water vapor, CO 2, CH 4, CFCs,

N20, aerosols, and clouds), how accurately can the GCM

radiation codes simulate the observed radiation fieM?

Second, how realistically can the GCM simulate these

atnugspheric parameters to be used as inputs to the radiation

codes? Both aspects are difficult, since the first requires

complete and consistent observed data sets, while the second
involves the GCM treatment of dynamic and physical

processes, as well as chemical and biological processes in

the global system.

Cloud amount and microscopic optical properties are poorly

understood. There is a lot of empiricism involved in getting

model simulations to look good--that is, average top-of-the-

atmosphere radiation budget. From model output, maps of

surface net cloud forcing can also be produced, but nobody

knows if the maps are correct. There is a need for new

physics regarding physically based cloud fraction,
interaction between convection and stability, and more

detailed microphysics.

Model intercomparisons and observational validations both

indicate that cloud-optical depth feedback (CODF) is not

well understood or realistically modeled and that it

contributes substantially to uncertainties in global warming

predictions. Even the global average effect of CODF on

surface temperature varies widely from one model to
another. Both the sign and magnitude of this effect depend

on how CODF is parameterized. Optical depth is

proportional to liquid water content; thus, CODF also

depends _n how cloud water budgets are parameterized. In

a 2 x CO 2 experiment (UK model) using four different cloud

parameterizations, the change in global average surface

temperature ranged from 1.9 to 5.4°C.

The greenhouse forcing of the climate system is known very

accurately for the homogeneously mixed GHGs CO 2, CH 4,
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N20, and CFCs. But the total greenhouse forcing is very

uncertain because of likely, but poorly measured, changes in

the vertical distribution of ozone. It appears that ozone loss

in the lower stratosphere and upper troposphere may be
responsible for a temperature decline in the 200-50 mbar

region during the past 2 decades. The Goddard Institute for
Space Studies (GISS) GCM has been used to make a

preliminary estimate of the impact of the Mount Pinatubo

volcanic eruption. Assuming an aerosol optical depth of

about twice as great as for the 1982 El Chichon eruption,

the model forecasts a dramatic but temporary break in the

global warming trend. Due to El Niao, the time of ntinimum

global average temperatures could be shifted into 1993. The
Pinatubo aerosols should be an acid test of clirnate models.

The effect of volcanic aerosols in the stratosphere (and

associated cooling) on surface wind stress and E1Nigos
should be checked.

Water vapor is the dominant GHG, and the magnitude of

water vapor feedback must be accurately known for climate

change prediction. There are large differences between
models in water vapor and cloud cover distribution,

particularly in the raM-latitudes. The strongest signature for

climate change is likely to be in water vapor. Water vapor

and temperature lidar sensing is needed for monitoring
purposes.

Mesoscale simulation experiments show that when

temperature increases, water vapor increases in the lower

(0 to 1.5 kin) and upper (8 to 10 kin) troposphere, but
decreases in the stratosphere (10 to 22 kin).

Global chemical transport models are required to obtain the

distribution of chemical species in the atnwsphere before the

heating amt cooling effects can be properly determined.
Such a model needs to be run interactively with clinu_te

models. The clitmlte effects of radiatively active trace gases
depend on how well the gas absorbs radiation and the traces"

lifetime in the amwsphere. Changes in radiative heating are

estitrgned at 0.54 W/m 2 between 1980 and 1990, and 2.45

W/m 2 between 1765 and 1990; 55 percent is attributable to

CO 2 and the rest to CFCs, CH 4, N20, and so on. At present,

the actual vertical profile of ozone and ozone depletion is not
known accurately. Depending on the level at which it is

being depleted, ozone could cause a heating or a cooling.
Decreasing ozone concentrations above ~29 km have a

warming effect, wMe decreases below 29 bn have a cooling
effect. Satellite data show large seasonal and latitudinal

changes in ozone. Indirect effects also need to be considered,
such as the interaction between CFCs and ozone. CFCs

cause heating in regions where ozone causes cooling.

In GCM climate experiments, a doubling of equivalent CO 2

results in the cooling of the stratosphere and a warming of

the troposphere. Reducing 0 3 by half, for example, leads to

a very large cooling of the stratosphere and also the upper
troposphere. The stratospheric cooling signal due to 2 x

CO 2 (or any increase in CO 2) needs to be deconvolved from

0 3 cooling when comparing model results with

observations, in order to understand the actual process
involved in temperature change. Other issues that need to

be resolved more precisely in stratospheric modeling are the

fate of the GHGs; radiative impact of aerosol and polar

stratospheric clouds; the representation of the tropopause;
and the penetration of cyclonic scale disturbances into the

stratosphere. For example, one could follow cyclonic

disturbances from the 30-mbar level, indicating strong
interaction. There is a need to intercompare models with

high-resolution campaign data.

A distinction needs to be made between stratospheric ozone

depletion and tropospheric ozone increases, because their

effects on the tropospheric climate are different.

Attempts have been made to better parameterize aerosol

effects in GCM runs using the results of biomass burning
experiments during which detailed measurements were made
of droplet concentrations, aerosol concentrations, size

distributions, updraft velocities, and so on. Calculations

indicate that the effect of biomass burning is in the range of

0.25 to 4 W/m 2, but it is not clear whether this is an aerosol

effect or a cloud effect.

The size of stratospheric aerosols are also important. If the

aerosols are very large, they could have a greenhouse effect

leading to warming, which could overpower their cooling

effect. If ozone is removed from the entire atmosphere, there

is a very strong cooling above 10 mbar but very small

change at the ground surface; the changes to the heating
and cooling effects are canceled out.

3.3.4. The Oceans

This section is relatively short for two reasons: 1) A large
part of how a fluid medium is mathematically modeled has

already been covered in the Section 3.3.1; and 2) further

detail on how the oceans are handled in a global system
mtxlcl are contained in Section 4.6, which deals with

simulation and prediction in dynamically coupled models.

Had global ocean modeling evolved fast (i.e., before global
atmospheric models), the situation would have been reversed.

The oceans comprise the saline water of the world. Most

solar radiation that reaches the ocean is absorbed, and the

high heat capacity of the ocean represents an enormous
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energyreservoir.Oceancurrentstransportlargeamountsof
heatfromequatorialregionstowardthepolarregions[--40%
ofthetotalandashighas74%inthetropics,accordingto
OortandHaar(1973)],therebyintricatelyinvolvedinthe
globalenergybalance.Theupperlayersoftheocean
interactwiththeoverlyingatmosphereoriceontimescales
ofmonthstoyears,whilethedeeperoceanwatershave
thermaladjustmenttimesontheorderofcenturies.The
oceansalsoexchangeCO2withtheatmosphere,thus
involvedinthechemicalbalanceoftheclimatesystem.
Otherinteractionsinvolvethehydrologicalcyclewherethe
freshwaterfluxintotheoceanfromprecipitatingcloudsand
riverscouldalteroceansurfacesalinity,deepwater
formation,andoceancirculation.Biochemicalfeedbacks
includethereleaseofDMSbyoceanphytoplankton,which
beinganeffectivecondensationnuclei,couldaffectcloud
formationprocesses.

The ocean can be both a forcing and a feedback

component or element of the global system. The ocean can
serve as a forcing element by storing large amounts of heat

in subsurface and deep ocean layers, over thousands of

years, and releasing this stored heat at a later time.
Temperature and salinity distributions and the thermohaline
circulation, which determines horizontal and vertical heat

transport (and rate), are therefore important ocean features
that need to be better understood. On shorter time scales (10

to 100 years), the ocean is treated as a feedback loop in
climate models, particularly when addressing the response of

the system to a change in climate forcing, such as that

caused by GHGs.

Modeling the ocean circulation is similar to modeling the

atmosphere in that the mathematical equations used are
derived from the same set of fundamental equations that

define fluid flow and fluid thermodynamics, together with

the specification or calculation of terms defining surface
fluxes of radiation momentum, evaporation, and sensible

heat. There are, however, significant differences. The time

and space scales of relevance are quite different; the
radiative flux considerations are more complex for the

atmosphere; and water motions are greatly constrained by

bottom topography. The oceans are also, by and large,

laterally bounded, unlike the atmosphere, which is the reason

why the strong boundary currents such as the Gulf Stream
and the Kuroshio exist. The dominant time scales in the

ocean are very much larger, by orders of magnitude, than

those in the atmosphere because of the much greater density
and thermal inertia of water. The horizontal length scales

are approximately a tenth of those in the atmosphere; thus,
ocean models need to use much higher resolution (i.e.,

smaller grid size) than comparable atmospheric models, but

can use much larger integration time steps. Eddy-resolving

ocean models use a 0.25 ° latitude/longitude grid compared

with atmospheric climate models that use 2.5 ° to 5.0 ° grids.
Other differences arise due to salinity. Just as latitudinal

differential heating of the atmosphere can cause density

differences in the atmosphere, which in large part drive the

wind fields, the temperature and salinity differences in the

ocean can cause density differences that drive ocean
circulations; this effect is seen mainly at high latitudes and in

deep waters. Such circulations are termed "thermohaline,"

"thermo" referring to the temperature influence and "haline"

to the salinity influence. The hydrostatic assumption applies
even better to the ocean since sea water is nearly

incompressible. Thus the equation of continuity is

simplified by eliminating the time change of density;
however, density variations are included as far as buoyancy

effects are concerned. Salinity change is expressed in terms
of the horizontal and vertical eddy diffusion of salinity in a

manner almost identical to the heat equation. The equation

of state is more complicated for the ocean because density is

a function of pressure, salinity, and temperature. A modified
form of this equation needs to be used at the ocean-ice

interface or boundary. That is, a source/sink term needs to

be added, which would depend on temperature and whether

ice is melting or forming.

Pacanowski and Philander (1981) improved the

parameterization of vertical mixing by making the vertical

eddy viscosity and diffusion coefficients a function of the
local Richardson number. They also found that if the

vertical eddy coefficients are too large, the mixing of

warmer water in the mixed layer near the surface will be

excessive, which results in the thermocline having strong

vertical temperature gradients that are possible when local

shear is large. If local shear is large and Richardson number

small (e.g., less than 0.2), vertical mixing increases

dramatically. The revised formulation is based on the

evidence that the oceans are, generally, thermally stable

except near the polar regions where bottom water may be

forming. The instability in these regions is primarily shear-

generated. Coarse-resolution models require values for the

vertical eddy coefficients different from those used by high-
resolution models such as Philander's eddy-resolving model.

Other parameters that differ from model to model are the
horizontal diffusion coefficients. Coarse-resolution models

need to incorporate the effects of subgrid scale eddies.

It is assumed that there is zero stress and no vertical flux

of sensible heat or salinity at the ocean bottom. The bottom

boundary condition on vertical motion relates vertical

motion to horizontal velocity and the local gradient in

topography. Thus vertical motions at the bottom are induced

by horizontal motions interacting with topography. That is,

horizontal flow impinging on an upslope generates upward
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motion and vice versa; however, not all topographic effects
incorporate slope effects.

At the top of the ocean, fluxes of momentum (wind stress

curl), heat, and moisture are either specified from

atmospheric data (Bryan and Lewis 1979; Meehi et al. 1982)

or calculated using atmospheric models. In either case, flux

continuity is assumed across the boundary. Thus the ocean

surface wind stress is expressed directly as a function of the

local momentum flux in the uppermost ocean water layer,

which is a function of surface water density and the vertical
gradient of the local ocean currents. The moisture flux from

the atmosphere into or out of the ocean is exactly the local

precipitation (P) minus evaporation (E). Assuming moisture
flux continuity across the surface, this is expressed as a

function of the ocean surface water density, salinity, and the
local vertical gradient of salinity. On the ocean side of the

interface, the atmospheric moisture flux is interpreted or

sensed by the ocean as a salinity flux. When P is greater
than E, the water becomes less saline; when P is less than E,

the water becomes more saline. Ocean salinity is also

modulated by the freshwater discharge from rivers. This
effect needs to be incorporated, and connects the ocean

model to land-surface processes.

The net heat flux into the ocean is obtained from a surface

en,_rgy balance equation. The net heat flux is equal to the
absorbed solar flux at the surface plus the downward infrared

flux minus the upward (or outgoing) infrared flux from the
ocean surface minus the sensible and latent heat fluxes. The

heat flux expression at the ocean surface immediately

connects the ocean thermally with several atmospheric

processes such as GHG radiative forcing, cloud and

convection processes, cloud-radiation feedback, tropospheric
and stratospheric aerosol cooling (e.g., via volcanic

eruptions), and so forth. Various other boundary conditions

and approximations are also used in solving these equations
in an ocean model. Very typically for climate system model
integration, the deep ocean circulation is held constant or

parameterized in terms of its interaction with the upper ocean
layers. Details are in Washington and Parkinson (1986).

Conclusions�Recommendations. Several aspects of the

ocean needs more research: Transport of properties by the
general circulation; response of the general circulation to

wind and thermohaline forcing; the local balance of the

oceanic planetary boundary layer and the mixed layer;
ventilation and the fornuttion of deep waters; the formation

and maintenance of major frontal zones; remote forcing of
higher latitudes by the tropics; the response of ocean biota

to physical factors; and sea level change.

At longer time scales, there is a need to improve the

prediction of changes in the deeper layers of the ocean,

including the thermohaline circulation and its variability.

This requires the accurate prediction of high-latitude
freshwater fluxes-evaporation, precipitation, sea-ice

processes, and river runoff. That involves all components of
the physical global climate system.

Several improvements are needed in ocean models. Sea

surface temperature is sensitive to both heat flux (e.g., from

clouds) and momentum flux (surface winds). These fluxes
need to be parameterized accurately. The ocean models

used for climate simulations go down to about 3,6100 m.

Below this, the abyssal circulation is assumed to be

quiescent, except at high latitudes. The models are usually

not coupled to ice models. When temperatures get too cold,

convective adjustment turns on leading to an overturning
circulation. When layers become too deep, mass is

removed---that is, bottom circulation is implied but not

modeled. For stable climatalogical runs, there should be no

net heat flux into the ocean from the atmosphere, and no net
heat flux into the abyssal bottom ocean.

New ocean models need to be developed to run

synchronously with the atmosphere so that atmosphere

ocean interaction is simulated the way in which it actually
takes place in the physical system. The very first such model
is currently under development.

Most global model experiments use flux corrections (i.e.,
heat, momentum, salinity, moisture�water) to solve the

"climate drift" problem. For the ocean, "climate" would

refer to the climate of the ocean. Some groups let the model
drift while most use flux corrections to obtain

climatologically stable runs. There is a need to investigate
exactly what is going on in the model that requires these

corrections. Comparing model diagnostics with

observations is presently difficult because of the larger

errors in the estimates of surface fluxes (-25 W/m 2 or

more). The Tropical Ocean GlobaI Atmosphere-Coupled
Ocean Atmosphere Research Experiment (TOGA-COARE)

will get more realistic measurements of surface fluxes.

Research on such problems and others should, perhaps, not

be overly coordinated, because there is a need for new ideas.

The NOAA/NMC medium-range global forecast model

(MRF-1989, T80, 18 levels) routinely puts out surface

energy budget computations extracted from the 6-hour

forecast cycle (the 12- to 36-hour forecast fields are

archived at NCAR). Surface heat fluxes follow: Net SW =

200 W/m2; net LW = 70 W/m2; sensible heat flux = 20

W/m2; latent heat flux = 80 W/m2; net heat flux into the

ocean = 30 W/m 2. The new model (MRF91, T126) produces

a netflux into the ocean of about 5 to 10 W/m 2. These

numbers need to be validated with future observations.
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The ocean is thought of as a flywheel, but instead it is very

active. The atmosphere only sees the surface of the ocean,

but with increasing time scales more of the ocean is

involved. In regard to running ocean models, there are

several questions that need to be answered: How much

and to what depth do the oceans need to be initialized, and
to what extent does this depend on the time scale of

predictions? At what time scale does the ocean lose all
memory, and what would be the nature of climate

predictions beyond this point (e.g., 1,000 years) ? How
much more than satellite data is needed for ocean

initialization; can we trade off depth of ocean initial data

for the time record of wind forcing ? Can objective criteria

be formulated for the validation of oceanic (or

atmospheric) GCMs, and can these criteria be formulated

such that atmospheric and oceanic models that individually

meet these criteria guarantee a good climatology upon

coupling ?

3.3.5. The Land Surface and Biosphere

The biosphere includes the plants on the land and in the
ocean and the animals of the air, sea, and land, including

humans. Although their response characteristics differ

widely, these biological elements are sensitive to climate and
in turn influence climate. The biosphere plays an important

role in the hydrological cycle and in the CO 2 budget of the

atmosphere, land surface, and the ocean; in the production of
aerosols; and in the related chemical balances of other

constituents and salts. Natural changes in plants occur over

periods ranging from seasonal to thousands of years in

response to changes in temperature, radiation, precipitation,
and nutrient supply, which consequently has an impact on

surface albedo and roughness, evaporation, and ground

hydrology. Changes in animal populations also reflect
climatic variations through the modified availability of lbod

and habitat. Of particular concern is the erosion of

biodiversity and the genetic spectrum of life forms that make

the Earth a living planet. The most serious biosphere-
climate interaction of concern is human activity leading to

increasing concentrations of radiatively active trace gases

such ,as CO 2, CIt 4, N20, and CFCs; decreasing

concentrations of 03; deforestation; and air and water

pollution. Some term this aspect of the global system the

"technosphere."

Dynamically modeling all aspects of the biosphere is

beyond the scope of present-generation models.
Substantially more research is required to completely

incorporate the biosphere in global Earth system models. As

a l-u-st step, however, extensive and significant research has
been carried out on atmosphere-land surface-vegetation

interaction.

4O

3.3.5.1. Atmosphere-Land Surface-Vegetation

Interaction

Vegetation changes caused by climate would affect the

hydrological cycle (through changes in evapotranspiration)
and surface boundary layer convergence (through altering

surface roughness). Vegetation also interacts directly with

atmospheric CO 2, and the effect of CO 2 enhancement on

photosynthetic productivity now appears to be as important
as the greenhouse effect due to increasing concentrations of

anthropogenically injected atmospheric CO 2 (Idso 1991).

In a controlled experiment with sour orange trees over a 2-

year period, the CO2-enriched trees in an atmosphere of

about 680 ppmv contained 2.8 times more above-ground

and root-sequestered carbon than did the trees grown in
ambient air. The annual cycle of atmospheric CO 2 shows

sharp changes in response to the vegetation, as would be

expected, but the peaks and troughs are becoming more
enhanced each year. This is attributed to a more robust

global plant life resulting from the aerial "fertilization

effect" of the rising CO 2 content of the Earth's atmosphere.

In a 2 x CO 2 atmosphere (i.e., an increase in CO 2 of

approximately 300 ppmv), mean productivity of the global
forests is expected to increase by 182 percent. This number
translates into an increase in the rate of carbon sequestering

by 2.8 times, leading to a reduction in atmospheric CO 2. If

all other factors remain the same and deforestation does not

decimate planetary biomass, the vegetation-CO2-climate

feedback is negative.

Deforestation and desertification processes, urban

expansion, and land use changes (e.g., agriculture) alter
the character of the land surface, the local hydrological

cycle, the in situ micro-climate, and sooner or later the
socio-economic fabric of the region. When occurring on

a large scale, such changes could alter the interaction
between the land surface and the atmosphere by affecting

the exchange (fluxes) of moisture, heat (sensible and
latent), and momentum. Complex interactions between

the atmosphere and the biosphere could also affect topsoil

erosion (by wind and water), soil nutrient supply,

agricultural potential, biodiversity and health, among

others. The changes are insidious in that they are not
immediately discernible; they are manifest after 10 or

more years and sometimes with nearly irreversible

consequences. Moreover, micro-climatic changes are
usually severely underestimated on account of a lack of

research experiments, observations, long-term

monitoring, and modeling to provide quantitative
information on the nature and cause of the change in

question and consequent impact.



Atpresent,therearetwovegetationcanopymodels
developedforapplicationinGCMs(andmanyvariants):
1)Thebiosphere-atmospheretransferscheme(BATS)
(Dickinsonetal.1986),and2)thesimplebiospheremodel
(SiB)(Sellersetal.1986).Figure26showsaschematicof
theprocessesandfeaturesrelevanttosurfacehydrology
andevapotranspimtion.Theconceptualconstructofboth
modelsaresomewhatsimilar,eventhoughseveraltermsin
themodelarecomputeddifferently.Precipitationfallson
boththevegetationandgroundsurface.Someofthe
precipitationinterceptedbythevegetationisreevaporated
directly,andtherestmoistensthesoil.Soilmoisture
infiltratesthesurface,contributestosurfaceflow,or
percolatestodeeperlayers.Intherootzonesofplants,
moistureistakenupbyplantroots,thentranspiredby
leaves.Transpirationratesaredefinedin termsof thestate
ofthestomata,whichgenerallydependsonplantwater

availabilityor water stress. The local time rate of change

of soil moisture is expressed as precipitation minus
evaporation plus snow melt. The snow melt rate is

computed from the surface energy balance. The
evaporation rate is approximated, albeit crudely, in terms

of a critical value of soil moisture and the potential

evaporation rate for a saturated surface. Biosphere models

interact with atmospheric GCMs through the fluxes of
radiation, sensible and latent heat, moisture, and
momentum.

Figure 26. Schematic of processes and features relevant to surface hydrology and
evapotranspiration from Dickinson 1984. Source: Washington and Parkinson.

Figure 27 depicts the mathematical-physical

representation of the SiB model. The model uses or

requires the input of approximately 44 parameters. A

simplified version of SiB has been developed by Xue et

al. (1981), which reportedly performs well but is

computationally more efficient. The simplified SiB,

called "SSiB," is depicted in

Figure 28. Even though

simplified, biosphere models can

be quite sophisticated. For

example, evapotranspiration rate
is determined by stomatal

resistance, which depends on

vegetation type and also on a

number of atmospheric and

hydrological variables affecting

the supply and demand for

moisture. Most of the parameters
required by SiB are only

approximately known for many

vegetation types, making model
validation difficult.

Figure 29 shows the modeled

morphologies of a tropical forest
(in this case the Amazon) and

degraded pasture scenarios as well

as their corresponding SiB

parameters. This depiction of the

land surface-vegetation was used

in an experiment to investigate the
effects of deforestation in

Amazonia. At present, there are a

large number of variants to BATS
and SiB, as well as other

empirical -mathematical

representations of the land surface

and biosphere. Serious efforts are

being made to intercompare and

validate these models (Henderson-
Sellers 1992).
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Figure 28. Schematic diagram of SSiB. T r is the air temperature

at reference height, Tc the canopy temperature, T a the air

temperature within the canopy space, Tg the soil temperature, ra
the aerodynamic resistance between canopy airspace and

reference height, rb the bulk boundary layer resistance, rc the

bulk stomatal resistance, and r d the aerodynamic resistance

between canopy air space and ground. Source: Xue et oi. 1991.

Conclusions/Recommendations. There are several critical

issues that need to be addressed: What is the sensitivity of

the land system to the most important atmospheric inputs

(precipitation, solar and net radiation, surface winds,

temperature, and humidity)? How adequate is the

formulation of these inputs in models? What is the

sensitivity of atmospheric climate to land processes, and

how adequate are the current formulations and observations

of land processes as measured by this sensitivity (the land

processes most affecting climate being albedo, roughness,

resistance to evapotranspiration, and water-hoMing

capacity)? In an overall sense, the question is what

processes must be modeled to adequately capture the role of

land as a component of the climate system ? It wouM be

necessary to start with a description of soil and canopies

that capture essential processes of energy and water

exchange. Some aspects of vegetative properties, such as

seasonal variations, should be interactive with atmospheric
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Tropical Degraded
forest pasture

(=) Vegetation properties

Albedo* (%) !2-14 16-24
Roughness length* zo(m) 2.65 0.08
Displacement height d (m) 27.4 0.25
Minimum canopy _ne¢*

(sin -=) 33.9 55.0
Root dep_ (m) 2.0 0.6
Maximum total root length

(m -_) 2 x I(f ! x I(P
Canopy height (m) 35.0 0.6
Maximum total leaf area index 5.0 4-5
Maximum green leaf area index 4.5 2.2
Fractional arc= covenxl by

vegetation !.0 0.85

(b) Soil properties

Total soil depth (m) 3.5 3.5
Porosity, Os 0.42 0.42
Saturated hydraulic

conductivity,K, (ms-:) 2 X I0-s 2 × I0_
Soilmoisturepotentialat

saturation,ffs(m) ---0.086 --0.153
B-factor(B)relatingsoil

potential, _,, to wetness, W
(_ = _b,14"-B) 7.12 10.4

Figure 29. Schematic diagram depicting the morphologies of a) the

forest and b) degraded pasture scenarios _¢ed in the study, plus a

comparison of SiB parameters for the tropical forest and degraded

pasture vegetation types. Source: Nobre and Shukla 1991.
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models. The coupling of the land surface with the

atmosphere should, perhaps, be first approached from a

regional perspective. Specific climate change questions

follow. What is the role of land surface coupling in

projections of global warming (the possibility of a

midsummer drought is a serious concern, but surface

response to global warming may be highly dependent on

atmospheric and sur_we models)? The adequate treatment

of ice and snow may be crucial How do inajor natural
climate anomalies, especially droughts, depend on land

surface coupling ? How might anthropogenic land-use

changes promote drought and desertiflcation in semiarid

regions ? How might tropical deforestation, especially in the
Amazon, change regional climate (current evidence pointing

to major feedbacks in atmospheric precipitation) ?
Observational fieM programs and global data sets of

relevant parameters and processes are needed to an._ver

these questions.

To adequately incorporate land surface-vegetation

characteristics into global models, the world shouM be
divided into 10 or 20 ecosystem classes. Surface

classification and changes are presently a weak link in

global models. For example, surface characteristics (as

specified in a model) that determine surface roughness and

evapotranspiration wouM have a strong influence on
moisture, heat, and radiative fluxes. The manner in which

exchange processes are parameterized has an equally strong

influence in the interaction (in a model) between the

atmosphere and the land surface. Soil moisture

comparisons between the NCAR and the NOAA/GFDL
nwdels show vast differences, even though the two models

are nearly the same. Such differences are due to varied

parameterizations of processes. Amazon deforestation
results are model-dependent.

Further research is required in incorporating into global

models interactive vegetation and an interactive carbon

cycle, as well as such impact analysis as climate change-

ecosystem interaction.

Further details regarding atmosphere/land surface-

vegetation coupling are contained in the section dealing with

hydrosphere interactions.

For a more complete description of the land surface and the

biosphere, research is required on the following: Evolution
and variability of vegetation and the soils; the uptake and

release of water, carbon, and other elements by the soil and

biota; atmospheric and soil nutrient cycling; soil moisture

storage, runoff, stream flow (surface hydrology), and

groundwater flows; the aerodyrmmic roughness of the land

surface, including topographical constraints and vegetative
nutritional status; and photosynthetic potential
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3.3.5.2. Land Surface Hydrological Processes

The temporal and spatial scales that characterize surface

hydrological processes provide conceptual and practical
difficulties to the development of parameterization schemes

for incorporation into climate models (Thomas and
Henderson-Sellers 1991). In particular, there is a

requirement to develop process descriptions that can be

applied to large areas but that can model and capture day-to-
day, and even hour-to-hour, temporal changes. The forcing

of the atmosphere by the heterogeneous character of the land

surface is accepted as being an important component of

climate variability. Concerning vegetation, global climate

system models can now routinely represent both canopy

interception and the physiological control of

evapotranspiration (Warrilow et al. 1986; Dickinson and
Henderson-Sellers 1988) as well as the influence of soil

texture on the drainage of moisture through the soil profile

(Wilson et al. 1987).

The main problem with modeling land-hydrological

processes is the inherent temporal and spatial scales that

characterize these processes. This difficulty becomes even

more apparent in the context of the spatial grid scales

typical of GCMs (i.e., about 200 to 500 km or even more
for climate models). The degree to which hydrological

processes can be aggregated or disaggregated across space
and time while retaining an adequate semblance of

hydrologic reality remains unclear. Aggregation is
required to incorporate atmosphere-surface-hydrology

coupling in a GCM, while disaggregation is required to
translate a climate model prediction of, for example, grid-

average precipitation (e.g., 500 x 500 km) into values

covering 10 to 50 km (maximum) scales of relevance to

hydrology. Although the range of space and time scales is
formidable at first glance, the problem is not dissimilar to

that of modeling convective clouds and subgrid-scale

processes in the atmosphere.

Table 3 lists the parameter requirements for models of

land surface processes of differing complexity. There is

a need to correctly model hydrological processes that
involve moisture, water, and energy fluxes between

atmosphere-ocean-land surface interfaces and processes
within the atmosphere (cloud) and land surface (storage,

runoff, soil moisture, and groundwater). This need is

demonstrated by the rather dramatic differences in the

global distribution of climate in the past. At the peak of

the last ice age some 18,000 years ago, 1,500 m of ice
covered the land as far south as Kentucky in North

America. Increased aridity prevailed in lower latitudes.

The Sahara desert advanced nearly 1,000 km southward

toward present-day rain forests, virtually burying the

river systems of West Africa. The rain forests of Africa,
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Table 3. Parasneter Requirements for Models of Land Surface Processes of Differing Complexity
.......................

Modding complexity

F,atmt Simple lutamoJate Complex

V_ albcdo [combined value for soil slbodo (single band) albcdo (two band)
and vegetation]

Soil a]bedo

moisture capacity
critical moisture deficit

derma (Led)

Ltnn,m_ roeghne_

tlbo_ (_,gle band)

¢mu_ in_ fraction canopy inte,eetzfion fraction
fr_aion a'trid oen _ fractionof gridcell eoverase
momatal resistance taomatal resiftance

(rttmribod) (,,arlabte)

,lbedo (ti_e band) ,lbedo (two band)
two-lewJ moisture capacity n-level mo_ure capacity
wilting factor wilting Lactor
hydraulicconductivity hydraulicconducdvity
it_ltrmion rate infiltrationrate
depth (fu_') depth (suh_id varid_ty)

roughness
dope

dmina_ network

albo:lo (two band)
masking by vegetation
age

roughness

(._nde band)
maskingbyvel_tadon

Source: Thomas and Henderson-Sellers 1991.

South America, and (probably) Asia all but disappeared,

retreating to a few anomalously humid highland regions.
Vast lakes covered the western United States. Millions

of tons of glacier ice on land tied up a 100-m layer of

the world's oceans, exposing huge ureas of continental

shelves. Within a few thousand years, the glaciers
melted, the sea level rose, and savannas and lakes

replaced most of the ice age deserts. About 5,000 years

ago, the deserts including the Sahura neurly vanished.
The understanding of the processes involved in the

transition from glacial to interglacial conditions provide

information on the likely range of possible climate
conditions (rainfall, flow of rivers, size of lakes, and sea

level changes) that could be used for validation

purposes.

It is also important to lmow whether, on a glob',.d scale, the

partitioning of water among the v,'u'ious reservoirs ,and the

rates of transfer between them (i.e., the fluxes) will change

significantly. In other words, is the total global precipitation

constant and merely geographically redistributed over time?

Or does the efficiency of the hydrological cycle (i.e., the

global rates of precipitation and evaporation) change with
time'? Is the amount of atmospheric water vapor and clouds

constant or variable (NRC 1991)?

Serious efforts are being made to improve the

parameterization of ground hydrology in global climate

system models. According to Rind (1992), the following

improvements in the ground hydrological calculations in the

NASA/GISS GCM-Model II relative to the old ground

hydrology scheme have been proposed:

• Six soil layers instead of two to provide a more

realistic representation of soil water dynamics

• Realistic hydraulic and matrix potential, specified
as a function of soil texture instead of assigning a

constant diffusivity

• The vertical profile of soil properties defined for

each grid box (4 ° x 5° or 8 ° x 10°) according to

soil type instead of vegetation type
• Surface runoff physically modeled instead of

prescribed

• Underground runoff included as a physically

modeled process

• Gravitational potential included

• Transpiration included in evaporation from land
surfaces

• Evaporation of intercepted precipitation and dew

on the canopy modeled

• Evaporation from bare soil calculated separately
from vegetation covered surface.

Although the above soil-hydrology model

parameterization may be coarse when compared with more

complex and detailed models--for example, 37 soil depth

layers (Nicks)---the latter would be computational timewise

prohibitions in a GCM. However, intercompurison runs

would need to be carded out to verify and calibrate the
GCM.
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Other schemes are also being attempted, namely

distributed hydrological models. These models attempt to
link GCMs to the hydrological scale through nested

mesoscale models and PBL parameterization.

Conclusions�Recommendations. On the land surface, the

apportionment of rainfall into evaporation and surface

runoff is critical for long-term precip#ation climatology,

surface fluxes, and surface temperature.

GCM simulations should be compared with high-resolution
river basin-scale models as well as observations in order to

verify the treatnuent of land surface hydrology in global
models. Other issues that need to be addressed include how

runoff is computed and the infiltration of precipitation into

the ground.

Evaporation in the SiB model responds too strongly to

changes in specific humMity and changes in ambient
temperature profile, leading to an instability that can shut

off evaporation under dry conditions.

Runoff is computed from atnugspheric water flux

divergence at the surface--that is, (evaporation -
precipitation) = (runoff + infiltration). The biosphere

represents a dominant mechanism for the transport of

water by transpiration through stomata in vegetation.

The dominant process in the flux of moisture from the

land surface is evapotranspiration. Big forests release
about 100 times more water than bare soil. This

important mechanism has only been recently included in
GCMs with the use of more realistic parameterization

schemes; older models did not have vegetation over the

land surface.

Applying GCM results to studies of regional hydrology is

complicated by the mismatch in the spatial scales of typical

hydrological processes compared with the grid resolutions

of GCMs. Even ifGCMs were accurate at the grid square

scale, the grid square results would have to be

disaggregated, in some cases arbitrarily, to the hydrological
basin scale.

GCM precipitation rates at the grM square scale are often

quite incorrect, and precipitation rates in a 2 x CO 2

simulation are subject to great uncertainty. It is therefore

inadvisable to use GCM "global warming" results at the

grid square scale to determine the impact of climate change

on a region's water resources.

Hydrological processes cut across several sections of this

report. Numerous other aspects are covered under other
sections.
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3.3,6. The (_ryqsphere

The cryosphere, which is composed of the world's ice

masses and snow deposits, includes the continental ice

sheets, mountain glaciers, sea ice, and surface snow cover.

The changes of snow cover and the extent of sea ice show

large seasonal variations, whereas glaciers and ice sheets
respond much more slowly. Variations in the volume of

glaciers and ice sheets are closely linked to variations in sea

level. Atmosphere-snow/ice and ocean-ice feedbacks,

through altering surface albedo and sensible heat fluxes,

could amplify or diminish an initial perturbation in

atmospheric temperature. Conclusions and
recommendations follow Section 3.3.6.3.

3.3.6.1. Sea Ice

Sea ice freezes at approximately -2°C, insulates the

atmosphere from the water below, and limits the rate at

which the ocean loses energy. However, ice reflects much

of the visible radiation that impinges on it, thus limiting the
rate at which the ocean gains energy. The area-averaged

heat flux from the ocean to the atmosphere is often

dominated by the flux through open water "leads" (i.e., a

small proportion of the sea ice field). These openings are

determined by a combination of surface winds and the

underlying ocean circulation.

Generally, increased temperature would tend to melt ice

and result in increased absorption of solar energy by the

ocean, which is darker than ice (a positive feedback);

however, a decrease in sea ice would also lead to larger heat

fluxes from the ocean to the atmosphere, which would tend

to decrease ocean temperature (a negative feedback). Other
effects must also be considered, such as the interaction

between the greenhouse effect, the thermohaline circulation,
and sea ice. In a warmer climate, there would be a thermal

expansion of seawater. But the thermal expansion

coefficient of seawater also increases with temperature;
hence, smaller meridional temperature gradients do not

necessarily mean smaller meridional density gradients.

Owing to this effect, the intensity of the thermohaline

circulation remains nearly constant over a wide range of

warm climates (Manabe and Bryan).

In a cooler climate, the sea surface temperature is likely to

be held at the freezing point down to 45 ° latitude because of
the formation of sea ice. The thermohaiine circulation will

be weak and confined to the region between the ice edge and

the equator. The poleward heat transport by the ocean

would be significantly lessened as would the upward oceanic

heat flux over the region covered by the sea ice. Such a

reduction would cause an intense cooling limited to the very

stable surface layer of the atmosphere, inducing a further

extension of sea ice with high albedo.



Suchapositivefeedbackprocessbetweenclimate,seaice,
andthethermohalinecirculationisthoughttohaveinduced
thecoldclimatesofpasticeages.Thustheinteraction
amongtheatmosphere,theocean,andseaice;the
hydrologiccycle;andthesensitivityofseaicetoclimate
changeneedtobeob_rvedandquantified.

Modelingandpredictingthedistributionofseaiceandits
interactionswiththeoceansandatmosphereiscrucialforthe
propersimulationofdetailedclimaticconditionsinthepolar
regions.Seaiceisbothinfluencedbyandinfluencesthe
oceansandatmosphere.Forinstance,itservesasastrong
insulatorbyrestrictingexchangesofheat,mass,and
momentumbetweenoceanandatmosphere;it lessensthe
amountofsolarradiationabsorbedattheEarth'ssurface,
duetoitsveryhighalbedorelativetothatofopenocean;and
itsformationoftenresultsinadeepeningoftheoceanic
mixedlayer,sometimesleadingtobottomwaterformation
becauseofthesaltrejectionthatoccursasthewaterfreezes.
Conversely,itsmotionsaresignificantlyinfluencedby
atmosphericwindsandoceancurrents,anditsformationand
meltaresignificantlyinfluencedbyatmosphericandoceanic
temperaturesandoceanicsalinity.

Seaicemodelstypicallypredicticethicknessandpercent
arealcoverageofice(i.e.,ice"concentration"),withaspatial
resolutionof-200kmandatemporalresolutionof-1 day.
Thecalculationsincludetwomajorparts:1)Ice
thermodynamicsbasedonenergybalances,and2)ice
dynamicsbasedonamomentumbalance.Themajorenergy
fluxesatthetopsurfaceoftheice(orthesnowif thereisa
snowlayercoveringtheice)includethesensibleandlatent
heatfluxesbetweentheiceandatmosphere,incomingsolar
radiation,incominglongwaveradiationfromthe
atmosphere,outgoinglongwaveradiationfromtheice,the
conductivefluxthroughtheice,andanyfluxresultingfrom
surfaceicemelt.At thebottomoftheice,thethreemajor
fluxesaretheconductivefluxthroughtheice,theoceanic
heatflux,andthefluxfrombottomablationoraccretion.
Thecalculationoficemovements(orice"dynamics")is
basedonNewton'ssecondlawofmotion,incorporatingthe
majorstressesactingontheice.Thereappeartobefive
majorstresses:Theairstressfromabovetheice,thewater
stressfrombelowtheice,theCoriolisforcefromthe
rotationalmotionoftheEarth,thedynamictopographyfrom
thetiltoftheseasurface,andtheinternalicestressesfrom
thecollisionsoficefloes.

Severallarge-scaleseaicemodelscapableofbeingused
inclimatesimulationshavebeendeveloped.Themodelsof
Washingtonetal.(1976)andSemtner(1976)arepurely
thermodynamicmodels,simulatinglarge-scalefeaturesof
theicecover,thoughnotincorporatinganyicedynamics.
ThemodelofParkinsonandWashington(1979)extendsthe

thermodynamicmodelofWashingtonetat.toincludeice
dynamicsplusamoredetailedleadparameterization.The
modelofHibler(1979)alsoincludesbothice
thermodynamicsandicedynamics,andincreasesthe
sophisticationofthetreaUnentofinternalicestresses.Even
moredetailedarethemodelsdevelopedinconnectionwith
theArcticIceDynamicsJointExperiment(AIDJEX)----for
example,Pritchardetal.(1976),Coonetal.(1976),and
Coon(1980)--buttheseweredevelopedforsmallerregions
andaregenerallynotconsideredcomputationallyefficient
enoughforinclusioninlarge-scaleclimatesimulations.By
contrast,theWashingtonetal.,ParkinsonandWashington,
andHiblermodelshaveeachbeenusedinseverallarge-
scaleseaicestudiesoverthepastseveralyears.Most
notably,theHiblermodelhasbeenusedincoupled
ocean/icesimulations(HiblerandBryan1984).

Modelsimulationshaveclearlydemonstratedthe
importanceinglobalclimatechange.Theclassicexampleis
thepredictionofa20°CwanningovertheAntarcticOcean
duringtheaustralwinterfordoubledCO2experimentsrun
withtheGISSGCM.Thisextremewanningreflectsthe
uninhibitedfluxofoceanheattotheatmosphereduetoa90
percentreductioninseaiceconcentration(Martinson1991).
Recognizingtheimportanceofthisboundarylayer,most
globalmodelstodayincludesomeformofseaice
formulationsuchasprescribedseaicecoveror,more
commonly,asimplethermodynamicbalancewithaslab
ocean.Theadequacyoftheocean-icecouplingisdependent
onthetimescalesofinterestaswelltheregionofinterest
(ArcticversusAntarctic).Forshorttimescales(decadal)in
theArctic,thespatialandtemporaldistributionofthe
seasonalseaicecover(-70to80%ofthewintericecoveris
perennial)representsthelargestuncertainty;theoceanheat
playsasmallroleintheArcticicebudget;andtheseasonal
distributiondependsuponicedynamicsand
thermodynamics.IntheAntarctic, the marginal stability of
the water column and the large contribution of ocean heat

(-25 W/m 2) require careful treaanent (Martinson 1991).

Salt rejection during ice growth tends to destabilize, whereas

the ocean heat flux acts to limit the ice growth, preventing
complete destabilization (i.e., overtuming). However, as

shown by the Wedell polynya in the mid-1970s, overturn is

possible, and the heat flux associated with it will completely
eliminate the ice cover. This dramatic response can be

triggered by a small perturbation to the air-sea-ice system,

and it can be modeled using only an upper ocean model

coupled to the ice cover. The ice drift plays a critical role in

the stability of the system through its freshwater transport, so
it too must be modeled carefully. For long time scales, the
ocean stability must be modeled in both Arctic and Antarctic

regions, since this controls not only the ability to support ice

cover but also the location and the magnitude of deep water
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formation and ventilation (tapping the huge deep water

reservoir of heat and atmospherically active gases).

Although important work remains in improving sea ice
models themselves--such as further consideration of the

proper constitutive law and its numerical formulation--an

equally important need at the moment is the improved

incorporation of sea ice into coupled models. This includes
ice/ocean coupling, ice/atmosphere coupling, and

ocean/ice/atmosphere coupling. Coupled models should

then be used to address such issues as the impact of ice

formation on oceanic mixed-layer deepening and bottom
water formation, the impact of large polynyas (or open water

areas) on atmospheric circulation, and the impact on both the

atmosphere and oceans of the ice as an insulator. In
addition, there is the need to check model outputs versus

observations. This necessitates continued work on

compiling sea ice (and other) data _ts for comparison,
continued efforts to simulate ice conditions in different

years, and continued examination of the issue of proper

comparison methods.

3.3.6.2. Snow Cover

In principle, the snow-albedo-climate feedback may be

expected to be a positive one. That is, a warming tendency
would tend to decrease snow cover, leading to a decrease in
the surface albedo, more absorption of solar radiation, and,

consequently, more warming. During a cooling phase, the

opposite could be expected to occur. However, even if this

process occurs on the long-term average, on shorter time
scales change could be more complex. For example, it is not
inconceivable that an initial warming trend leading to an

acceleration of the hydrological cycle (and Haddley

circulation) would transport more moisture from tropical to

middle and higher latitudes, thus causing more snow cover.
Increased snow cover would, on account of decreased

surface albedo, lead to reduced absorption of solar radiation,

therefore cooling (a negative feedback) which would counter

the magnitude of an initial warming. For a precise
understanding of snow feedback, the hydrological cycle

needs to be properly understood as well as its linkage with

atmospheric, land surface, and oceanic processes.

Even disregarding moisture transport and precipitation

processes, recent experiments using the NASMGISS three-
dimensional GCM (Cohen and Rind) indicate that the snow-

climate feedback may act counter-intuitively, in that

increased snow cover does not necessarily cause reduced

surface heating because of the higher albedo of snow.

To fully comprehend the interaction between snow cover
and climate and the effects of snow cover on land surface

temperature and the energy balance, the influence of snow

cover on all the diabatic heating terms must be taken into

account. The GISS/GCM experiment suggests that there is a

negative feedback built into the interaction between snow
cover and climate, through energy balance considerations.

The energy terms can be divided into two groups, according
to the relationship between the individual energy term and

surface temperature. The first group of energy terms is

influenced directly by the physical properties of snow cover,

its high albedo, and its large latent heat of melting. These

properties of snow cover contribute a negative gain of
energy to the net heating, which would cause a significant

cooling in the surface temperature; they are referred to as the

"action" energy terms because they act directly on the
surface temperature. The second group of energy terms is

indirectly affected by snow cover; they consist of emitted

longwave radiation and sensible and latent heat flux. Since

they are not altered by the physical properties of snow cover,
but rather by the impact of snow cover on the environment,

they are referred to as "reaction" terms.

The vertical transfer of energy and mass in the atmosphere

is dependent on the vertical temperature profile. The

increased stability caused by the cooling quickly suppresses
the flux of sensible and latent heat away from the surface.

The gain in the net heating is large enough to reverse the

negative heating trend at the surface; instead, an overall

positive heating term (not including snow melt) is produced
for the remainder of the time that an anomalous snow cover

remains (a negative feedback). Further modeling,
observational, and empirical studies are probably required to

confirm the above findings.

3.3.6.3. Ice Sheets

The importance of major ice sheets in the global climate is

rapidly becoming recognized. No longer are the ice sheets
seen solely as a passive reservoir of the Earth's water supply.

In either hemisphere, the ice sheets and their connected ice

shelves have experienced variations in volume and extent
that far exceed the seasonal variations of sea ice. These

variations must have affected weather patterns, ocean

currents, and, by changing sea level, the entire global

climate. Howew_r, a major issue yet unresolved is the time

scales of these large variations of the ice sheets. Response

times for Greenland and Antarctica are usually quoted as
thousands to tens of thousands of years, yet data on sea level

suggest the possibility of mote rapid changes in ice volume
(Vail et al. 1978), and fluctuating oxygen isotope values in
an ice core from central Greenland have been used to detect

a major transition that occurred in less than 100 years

(Oeschger 1984).

Ice flow is not easy to model. It is highly nonlinear;, the

flow rate is very sensitive to the stress applied. Therefore,
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smallchangesintheshapeof the ice sheet can cause harge

changes in flow rates. A further complication is that ice

moves not only by deforming the three of gravity but also by

sliding over the underlying surlhce. Modeling of ice sheets

controlled by deformational flow has been quite successful.

Led by Mahaffey's (1976) model of the Barnes Ice Cap,
Budd and Smith (1981) and Oerlemans (1982) have

developed similar models that appear to do a good job of
simulating the large-scale fluctuations of the Antarctic and

Laurentide ice sheets. Birchfield and others' (1981) model

of the Northern Hemisphere's ice ages shows the importance

of isostatic response of the lithosphere in the initiation of

each glacial phase.

However, the results of the Antarctic simulation must

remain suspect, because they neglect the primary process
of ice sheet discharge--ice streams. Ice streams are akin to

rivers of fast-moving ice flowing past much slower ice. A

single ice stream in Greenland drains about 5 percent of the
entire sheet (Bindschadler 1984). In Antarctica, the

majority of the ice is funneled into ice streams, which in

turn feed separate or composite ice shelves (i.e., thick slabs

of floating ice that eventually generate high tabular

icebergs at their seaward margins). The flow of the ice

shelves must overcome drag at the sides of the embayment,
drag across any isolated bedrock high spots, and the

resisting force of the sea. These forces retard the flow of

the ice stream. Although a change in snowfall rate or
atmospheric temperature will eventually al'fect the flow

rate, therefore the shape, the time scales are of

paleoclimatic significance (Whillans 1981). A possible

exception to this statement is if the warmed surface of me

ice sheet experiences extensive melting, in which case

large ,amounts of water may be released into the oceans.

For those broad regions of ice sheet controlled by the ice

stream-ice shelf system, the response can be on a time

scale perhaps as short as a century.

Recent findings by Blankenship and Bell (Monastersky
1993) indicate an active volcano under the West Antarctic

ice sheet, and that the ice sheet lies over a thin, hot crust at

le,x,_t in certain places. Even more than the occasional

volcanic erruption, this pervasive geothermal heat melts the

base of the ice sheets, providing water for lubricating the ice
streams. According to glaciologists, the West Ant,arctic ice

sheet has the potential to collapse because it rests on bedrock

well below sea level, unlike the larger stabler East Antarctic

ice sheet, which sits atop rock that mostly lies above sea
level. Should this frozen m,antle melt, world-wide sea levels

would rise by roughly 6 m, enough to drown New York

City, Los Angeles, New Orleans, Tokyo, Hong Kong,

Bangkok, and many other populated spots around the world.

Blankenship and Bell believe their volcano discovery reveals

an important clue about where ice streams can lbrm and

where they cannot. They hypothesize that the onset of

streaming is controlled by geology.

Conchtsionx/Recommendations. Sea ice processes continue

to be a problem in climate global models, as are snow-cloud

sensitivity and precipitation. There is a need for dynamic

ice models for cryospheric processes that interact with
ocean and atmospheric GCMs.

There is a strong feedback between sea ice and the

atmosphere. If the ice melts (e.g., in a global warming

scenario), the cap over the ocean is removed, which

substantially increases the heat flux from the ocean to the

atmosphere, leading to a further warming (a positive

feedback); conversely, if more ice is being formed (cooling

scenario), the heat flux from the ocean to the atmosphere is
reduced (also a positive feedback). In the Arctic, with about

80 percent perennial sea ice, there is only a 20 percent

seasonal variation on the fringe. In contrast, in the Antarctic

the seasonal change sigmd is huge: 20 million km 2 in winter

compared with 10 million km 2 in summer. Sea ice has a

large insulating effect and a large albedo effect. In winter,

the heat flux from the ocean to the atnvosphere is about 30 to

35 W/m 2. The flux through the leads is about 100 times

greater than thick ice; the 5 percent lead area accounts for
about 50percent of the total heat flux. In the Antarctic, sea

ice exists in delicate balance on the surface of an oceanic

area with marginal stability. Below the pycnocline, the water

temperature is about 2 to 3°C higher than the surface mixed

layer waters. The heat flux from below is about 25 W/m ?.

Ice growth leaves salt in the water, which causes static

instability and mixing through the pycnocline. Salt flux
generates heat flux by changing the shape of the pycnocli.te.

The consequent downward heat flux through the pycnocline

balances the upward heat flux from the lower layers of the

ocean, leading to a steady state balance. The pycnocline is a

thertmd barrier; if a pivotal point is reached the system

overturns, setting off deep convection.

There is a need for upper ocean models to be coupled to sea

ice nwdels, as well as a need for higher resolution. On long
time scales, it is important to model the thermohaline

circulation properly, especially in the northern Arctic waters

where most deep water is formed During the seasonal

transition period, the atmosphere pulls out about 300 to 400

W/m 2, which is very large. The balances are very delicate;

an error of a few W/m 2 can make a large difference.

Research and observations are reeuired on the geological and

geothermic control of ice sheets. Models need to incorporate

such effects when simulating or predicting t_e dynamics of ice

sheets and their interaction with the climate system.
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3.3.7. Chemical Processes

Atmospheric, oceanic, and biospheric chemical processes

are extremely complex and, by and large, poorly measured
and understood. Those chemicals and chemical interactions

that directly or indirectly al'fect the climatic parameters of

the Earth atmosphere system, either by modifying the
concentrations of radiatively active species or by altering the

type and distribution of condensation nucleii that ,affect

cloud processes, are covered in this section.

It has already been established that non-CO 2 GHG

loading combined equates the effect that CO 2 alone has on

the greenhouse effect. The atmospheric concentration of
such GHGs is determined by biogeochemical processes

affecting their emissions, and by the atmospheric and

chemical and photochemical processes controlling their
destruction (Wuebbles 1991; Penner 1991). For example,

there is a strong interaction between CH 4, CO, and OH. The

hydroxyl radical (OH) is also of particular concern because

of its importance in determining the oxidizing capacity of

the atmosphere (i.e., its self-cleansing mechanism).

Similarly, the effects of N20 and nitrogen oxides (NO x) on

both 0 3 and OH are also important. Such chemical

interactions influence the time-dependent predictability of

global climate change. Atmospheric chemistry and

constituent transport are important issues that are just
beginning to be investigated seriously.

Anthropogenic activity is causing rapid increases not only

in the well-known GHGs such as CO 2, CH 4, N20, and

CFCs but also in, for example, reactive nitrogen (NOy),

nonmethane hydrocarbons (NMHCs), reactive sulfur (SOx),

and aerosols (Penner 1991). The short lifetime and

heterogeneous spatial distributions exhibited by these shorter

lived atmospheric components have made it impossible to

detect or quantify a trend with any confidence. A major

challenge for atmospheric chemists is to quantify the

magnitude of the changes in the anthropogenic relative to
natural sources, as well as to quantify natural sinks or
destructive mechanisms for these constituents. The

following subsections summarize existing information on

atmospheric chemical constituents, and the interactions and

exchange processes affecting their residual quasi-

equilibrium concentrations (Wuebbles and Edmonds 1991;
Penner 1991; Wuebbles 1992). Conclusions and

recommendations follow the subsection discussions.

3.3.7.1. Long-Lived Trace Species

Atmospheric carbon dioxide is exchanged with the

biosphere on short time scales so that its observed seasonal

changes (close to 100 Gt/year) are primarily due to seasonal

changes in the abundance of CO 2 sequestered by the

terrestrial and oceanic biosphere. On larger time scales, CO 2

is taken up by the ocean and mixed into deep ocean waters---
a net sink for the atmosphere because the time scales for

mixing into the deep ocean are long (100 to 1,000 years).

The current rate of release of CO 2 to the atmosphere from

fossil fuel burning and other industrial processes is about 5.7

+ 0.5 Gt C/year (Gt = 1,015 g) (Maryland 1989). The release

of CO 2 from land-clearing practices (including deforestation)

ranges from 0.6 to 2.6 Gt C/year (Watson et al. 1990).

Accumulation in the atmosphere is about 3.4 + 0.2 Gt C/year,

and the uptake by the ocean is estimated at 2.0 + 0.8 Gt

C/year. Thus, there is a net global imbalance between

present estimates of source and sink mechanism of about 1.6

+ 1.4 Gt C/year, representing a missing sink (Penner 1991).

Methane is the most important GHG after CO 2. CH 4

plays a vital role in atmospheric chemistry through its effect

on tropospheric 0 3 and OH (Logan et al. 1981). Ozone and

OH are particularly important because they determine the

oxidizing (and cleansing) capacity of the atmosphere. Much

of the oxidizing capacity of the troposphere is determined by

its odd hydrogen content (the odd hydrogen pool is defined

as the sum of OH, HO 2, HNO 2, HNO 4, H202, H302, and

other organic radicals) and by the balance of species within

the odd hydrogen pool, particularly the OH concentration.

Reaction with OH is the single most important scavenger for

a variety of species in the troposphere; a second important

scavenger whose reactions are particularly important at night

is NO 3. Methane acts as both a source and sink of odd

hydrogen species (OH x) and oxidizing capacity in the

troposphere. Thus the oxidation products of CH 4 act as a

source for 0 3 and HO x. However, since CH 4 also reacts

directly with OH, it acts to decrease the tropospheric OH

concentration. In the stratosphere, the oxidation of CH 4

leads to the production of H20 and odd hydrogen radicals.

Odd hydrogen radicals act to destroy 0 3 in the upper

stratosphere. Reaction sequences involving CH 4 can also

interfere with the chlorine catalytic cycle, which destroys 0 3

in the stratosphere. The effect leads to a net increase of

lower stratospheric 0 3 when CH 4 increases.

The numerous sources of methane include coal mining

and gas drilling practices (80 Tg CH4/year), emissions from

landfills (40 Tg), natural wetlands (115 Tg) and rice paddy
(110 Tg) emissions, emissions from biomass buming (40

Tg), emissions from enteric fermentation (80 Tg) and

termites (40 Tg), ocean (10 Tg) and freshwater (5 Tg)
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sources,andCH 4 hydrate destabilization (5 Tg) (Cicerone

and Oremland 1988). Among these sources, land use by
humans is related direcdy to the source of methane from rice

paddies (agriculture), from landfills (urbanization), from
biomass burning (forests and grasslands), and from enteric

fermentation (pasture or grassland). The present

atmospheric loading is about 1.7 ppm, increasing at a rate of

1 percent/year. Accurately estimating the sources ofCH 4 is

made difficult by the large number of small but significant
source types.

Chlorofluorocarbons and other halocarbons are of concem

to climate change because of their potential for destroying
ozone and because they are strong greenhouse gases. The

most important halocarbons in the current atmosphere are

the chlorofluorocarbons, particularly CFC13 (CFC-11) and

CF2CI 2 (CFC-12). Addition,'d molecules of these CFCs in

the atmosphere are about 12,400 and 15,800 times more

effective, respectively, at affecting climate as an additional

molecule of CO 2.

Nitrous oxide is also a significant greenhouse gas in the

aUnosphere, serving as a precursor to stratospheric NO x.

N20 has increased from a preindustri,'d value of about 285

ppb to its current level of 310 ppb. Its increase in the

atmosphere explains roughly 4 percent of the increased

radiative forcing experienced as a result of GHGs introduced

over the last 200 years (Shine et al. 1990). Increases in

nitrous oxide can also lead to decreases in stratospheric

ozone, since N20 serves as the major stratospheric source of

NO. Thus its tropospheric sources are balanced by removal

in the stratosphere by reaction with O(ID) and through
photolysis. The former process is only 10 percent of the

total loss rate, but is the important step through which

stratospheric NO is produced. Stratospheric NO x (NO +

NO 2) destroys O 3 through the well-known catalytic cycle

wherein NO combines with 03 to form NO 2 and 02, and

NO 2 combines with O to form NO and 02. The net reaction

is 0 3 combining with O (NO being a catalyst) to form O 2

plus O2--that is, ozone (03) is destroyed.

Nitrous oxide is a well-mixed trace constituent with a

current global average abundance of about 310 ppb (Watson

et al. 1990). The sources of N20 are very poorly known.

Because N20 has such a long lifetime (about 150 years)

even small sources can be important. Stratospheric

photolysis was recently estimated to remove close to 13 Tg
N/year, though earlier work tended to support a removal rate
of close to 10 Tg N/year. The calculated sink from

photolysis and the observed increase of N20 (1 to 2 Tg

N/year) must be balanced by the sources of N20. In

addition to the suspected anthropogenic sources mentioned

above, N20 is produced by a wide variety of biological

processes in both the ocean and in soils. It also has several

different anthropogenic sources. The influence of human

activities on fluxes becomes particularly difficult to estimate

when factors such as atmospheric deposition of nutrients

(supplied by increases in deposition of nitrate from pollution
sources, for example) come into play. Additional factors,

such as estimation of the importance of nitrogen fertilizer on

the flux of N20, add further complications.

Carbonyl sulfide (COS) is present in the atmosphere at
concentrations of about 500 ppt and has a lifetime, based on

its reaction with OH in the troposphere, of approximately 10
years. In the stratosphere, it may either react with OH or be

photolyzed to form SO 2. SO 2 reacts with OH and, after a

sequence of reactions, forms SO4=, the major component of

background stratospheric aerosols. Besides direct volcanic

input of sulfur compounds (which is episodic in nature),

COS is the most important source of the stratospheric sulfate
aerosol. Stratospheric aerosols act to scatter solar radiation

and can thereby cool the planet, if changes in the sources of

COS occur over time. Stratospheric aerosols also act as a

site for heterogeneous chemical reactions that may affect the
stratospheric ozone layer.

The largest single source of aunospheric COS is emission

from the oceans. The oceans emit both COS and CS 2. The

latter species is converted photochemically to COS in the

atmosphere by a rapid reaction with OH. COS is thought to
lbrm photochemically in seawater from particulate organic

matter (Ferek and Andreae 1984). This source is poorly
estimated, because COS concentrations in ocean surface

waters vary by over a factor of 10 both spatially and
diurnally. CS 2 and COS from the ocean are estimated to be

1 to 2 percent of the DMS flux. Given an estimated DMS

flux of from 15 to 40 Tg S/year, the estimated flux for COS

is roughly 0.2 to 0.6 g S/year. Assuming a similar

magnitude source for CS 2 and that each CS 2 molecule

provides one molecule of COS leads to an estimate for the

total source of COS from the world's oceans ranging from
0.4 to 1.2 Tg S/year (Penner 1991).

The known anthropogenic sources of COS include the

burning of fossil fuels, especially coal, and industrial

processes. Industrial processes may also provide a source of

CS 2. The only other identified anthropogenic source of

COS is biomass burning. As pointed out above, this source

is associated with land use for agriculture, land use change
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duringtheclearingofforests,andtheuseof forests for wood
fuel. Fossil fuel burning and industrial sources of COS are

thought to provide a source of about 0.07 Tg S/year (Khalil
and Rasmussen 1984), while industrial sources ofCS 2

provide a source of COS of 0.2 Tg S/year. Biomass burning
may provide a source of between 0.04 to 0.2 Tg S/year

(Crutzen and Andreae 1990).

3.3.7.2. Reactive Species

Together with CH 4, carbon monoxide, nonmethane

hydrocarbons, and nitrogen oxide are all involved in tile

photochemical interactions that determine the concentrations

of 03 and OIl in the troposphere. Tropospheric 03 is of

concern because it is a GHG. It ,also acts as a respiratory

irritant and can damage plants. Through its photolysis to form

O(1D) and through the subsequent reaction of O(1D) with

H20, it is also the most important source of tropospheric OH.

At present, carbon monoxide levels in the Northern
ttemisphere are around 120 to 150 ppb, roughly twice that in

the Southern Hemisphere (50 to 60 ppb). Data have also
shown that CO exhibits a seasonal cycle with a winter

maximum. The seasonal cycle has increasing amplitude at

higher latitudes. Recent measurements indicate an increase
of about 1 percent/year in the Northern Hemisphere;

however, trend data for the Southern ltemisphere are

ambiguous (Cicerone 1988).

The dominant sink process for CO is its reaction with the

hydroxyl radical (OH). This reaction also serves as a major

conversion pathway of OH to other forms of HO x. This latter

process is important in controlling the concentration of OH;
therefore, it has been postulated that increases in CO contribute

to decreases in global tropospheric OH concentrations (Penner
et al. 1977). The situation is far more complex because of the

projected simultaneous increases in CO, CH 4, NO x, and the

NMHCs, all of which contribute to determining O1t

abundances. For example, inereasing NO x concentrations

contribute to increases in OH at NO x levels below a few tenths

of ppb, whereas inereases in CO, CH 4, and NMtICs contribute

to decreases in OH. These gases together contribute to 03

formation, which increases OH because O 3 photolysis to

produce O(1D) followed by O(ID) reaction with H20 is the

major source of OH. Because of regional diversity in the
sources of these gases and because of uncertainties in their

budgets, the relationship between OH and increasing trace

species trends is regional in character and demands three-
dimensional treatment (Penner 1990). As noted above,

changes in atmospheric OH can lead to a suite of changes in

other species.
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The reaction of CO with OH also initiates a

photochemical sequence that, in the presence of sufficient

NOx, produces tropospheric 0 3. The reaction sequence is

similar to the sequences of photochemical reactions that

produce urban "smog." In regions of low NO x, however,

the reaction sequence initiated by the reaction of CO with

OH destroys tropospheric 0 3 . An important problem for

tropospheric chemistry is to define those regions with

sufficient NO x to produce ozone.

Nonmethane hydrocarbons are often conveniently lumped

into the categories of alkanes, alkenes, aromatics, aldehydes,

and other oxygenated hydrocarbons, and the biogenically

produced compounds isoprene and terpenes. NMHCs

participate in the OH and 0 3 photochemical cycle; they

generally react with OH, so that an increase in their
concentrations will decrease OH concentrations. However,

as these species are oxidized, they also produce odd

hydrogen species and organic radicals, so that an increase in
the NMHC concentrations contribute to an increase in the

concentrations of peroxy radicals and odd hydrogen radicals

as a whole. When HO 2 and RO 2 concentrations are

increased, in the presence of sufficient NO, the formation of

NO 2 is increased. This leads to the production of ozone

after photolysis of NO 2. The alkenes, isoprene, and terpenes

can also react with 0 3 direcdy, leading to its removal. Their

reaction with NO 3 can also be significant.

The lifetimes of the NMHCs vary from a few minutes (for

isoprene) to several months for some of the lower molecular

weight alkanes. These latter species can be transported a

long distance from their sources, while the former can be

significant in the formation of ozone and the hydroxyl
radical on local scales. The estimated biogenic emissions of

isoprene and the terpenes are so large and so widespread,
however, that their impact on global photochemistry may

also be of importance. In particular, the oxidation of

isoprene and the terpenes can lead to the formation of

peroxyacetyl nitrate (PAN). This species can be long-lived
at lower temperatures and is thought to play a role in the

transport of reactive nitrogen from its source regions to the

remote troposphere (Singh and Hanst 1981).

Reactive nitrogen (NOy) consists of a suite of nitrogen-

containing species--the most important being NO, NO 2,

HNO3, NO3. , PAN, NO 3, N205, and HNO 4. The fraction

of reactive nitrogen that is present as NO x (the sum of NO

and NO 2) is particularly important in both the global

troposphere and local urban areas. This is because NO x



playsamajorrolein the formation of tropospheric 0 3 and

smog. In regions of high NO x, photochemical sequences

initiated by the reaction of CO with OH or the reaction of

NMHCs with OH lead to 0 3 formation. In regions of low

NO x (as observed over remote ocean areas), the

photochemical sequences lead to 0 3 destruction. NO x

concentrations ,also partly control the concentration of OH.

Increases in NO x lead to increases ill OH up to NO x

concentrations of a few tenths of a ppb. Increases in NO x

above these levels lead to decrea,_es in OH. At high levels of
NO x, such ,as experienced in some urban areas, the effect of

NO x on hydroxyl concentrations can lead to decreases in 0 3

as well. This means that a decrease in these emissions

would actually increase ozone levels.

A large fraction of NOy in the m)posphere is present as

nitric acid (tINt 3) and, in the marine boundary layer, as

aerosol nitrate (NO3_). These two components are important

because they are major contributors to acid deposition.

Also, their deposition to nitrogen-poor ecosystems and

ocean areas can provide an important nutrient for these

systems. The long-range transport of reactive nitrogen can

be inferred from measurements of It3'403 and particulate

nitrate at Mauna Loa (G,'dasyn et at. 1987). These

measurements showed high levels of HNO 3 and other

pollutants in summer at a tune when transport paths could be

shown to originate from North ,,-anerica (Moxin 1990).

Also, nitrate concentrations in remote regions in the
Northern llcmisphere ,are higher than those measured in file

Southern tlemisphere.

There are seven major sources of reactive nitrogen in the
troposphere. These include fossil fuel emissions, biomass

burning, wc_d burning, aircr,'fft emissions, lightning
discharges, soil microbial activity, and prtxluction in the

stratosphere from the reaction of N20 with O(1D). Tile

biomass ,and wood burning sources ,and the source from

microbial activity in soils are each associated with land use

or land cover. Estimates h)r the spatial distribution of the

global emissions from several of the most important of these

sources were developed by Penner et at. (1991a) for a ttuee-

dimension,'d model study of reactive nitrogen. The largest
single source of reactive nitrogen and the best determined

source appears to be h)ssil fuel burning. Estimates of the

total production in fossil-fuel burning ,are f_firly well-

determined and toud aboul 22 Tg N/year (ltamecd mid
Dignon 1988; Dignon 1991).

Reactive sulfur ha.,; as its source components tile reactive

species sulfur dioxide (SO2), dimethylsulfide (DMS),

hydrogen sulfide (H2S), and carbon disulfide (CS2). These

all undergo chemical reactions leading to their oxidation and

the production of sulfuric acid vapor (H2SO4). Sulfuric acid

preferentially condenses to the particulate form, sulfate

(SO4=), and may either condense on preexisting particles or

nucleate to form new particles if the appropriate conditions

of humidity, temperature, preexisting particle concentrations,

and acid vapor production rates are present. Interest in the

reactive sulfur cycle in the atmosphere derives from three

concerns. First, SO 2 and sulfate contribute to acid rain and

acid deposition. Second, the formation of sulfate increases

the aerosol burden in the troposphere; sulfate aerosol reflects

solar radiation tending to cool the climate (Charlson et al.

1990). Third, the formation of new particles through the

homogeneous nucleation of gas phase H2SO 4 can lead to

increased CCN concentrations. These particles act as seeds

for tile condensation of water when cloud droplets form. It
has been hypothesized that an increase in CCN

concentrations can lead to an increase in cloud droplet

number concentrations (Twomey 1977). Clouds with a

higher concentration of droplets and the same liquid water
content are able to reflect more solar radiation. Increased

sulfur emissions may therefore lead to clouds that reflect

more solar radiation and cool the climate. Indeed,

decreasing temperatures in the Northern Hemisphere during
the time period between 1940 and 1970 are possibly
associated with an increase in sulfur emissions.

The largest source of reactive sulfur in the atmosphere is

fossil fuel burning. This source is estimated to provide
approximately 60 Tg S/year (Bates et al. 1991). Industrial

processes such as smelting increase the source over that

from the burning of fossil fuels by 15 to 20 percent, giving a

total anthropogenic source strength of approximately 75 Tg

S/year (Bates etal. 1991; Spiro et al. 1991), although

estimates as high as 100 Tg S/year have appeared in the
literature (Cullis and Hirschler 1980). Fossil fuel and

industrial sulfur is released in the form of SO 2. Because this

source dominates over land areas, its change over time has

led to significant increases in the deposition of sulfate to
ecosystems and lakes. Ice core evidence from Greenland
also indicates that sulfate concentrations over remote areas

have increased (Neftel et al. 1985).

The second largest source of sulfur in the atmosphere is

the production of DMS by ocean phytoplankton. Because

stratus clouds over the ocean are particularly susceptible to
alteration of their albedos by changes in CCN, this source

has been hypothesized as important for climate change
(Charlston et at. 1987). The observation that increased

sulfate is associated with ice core data during glacial periods
lends support to this theory CLegrand et al. 1988). The
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mechanisms involved in the production of DMS by ocean

phytoplankton are poorly understood, however, as are the

responses ofphytoplankton to climate change. Only certain

species are involved in the production of DMS, so that
correlations of DMS in seawater with total primary

productivity or with chlorophyll abundance are poor. Also,

the production of DMS may be activated as zooplankton

graze on phytoplankton. Thus, the oceanic abundance of

DMS depends on ocean ecosystem dynamics as well as

primary productivity. Measurements of DMS in seawater

together with estimates of flux rates have placed the total
source strength of DMS in the ocean at somewhere between

12 and 40 Tg S/year (Bates et al. 1987; Andreae and
Raemdonck 1983; Erickson et al. 1990; Spiro et al. 199!).

Oceanic emissions of H2S and CS 2 are much smaller than

the emissions of DMS.

Conclusions�Recommendations. Non-CO 2 greenhouse

gases such as CH 4, N20, and CFCs are a&ling to the

greenhouse effect by an amount comparable to the effect of

CO 2. Along with their direct radiative effects, they have

indirect effects on the climate system through their chemical
interactions that affect other important atmospheric

constituents. In addition, the atmospheric concentrations of

many of the GHGs are determined by biogeochemical

processes affecting their emissions and by atmospheric
chemical and photochemical processes controlling their

destruction. The strong relationship between atmospheric

CH 4, CO, and OH is also of concern because of the

importance of OH in determining the oxidizing capacity of

the am_osphere. Similarly, the effects from emissions of

nitrogen oxides on both ozone and hydroxyl are also

important. Such chemical interactions influence the time-

dependent predictability of the global system and clinuTte

change on scales extending from the regional to the global.

The sources and sinks of most of the radiativeIy active trace

gases need further study to determine the processes

responsible for the observed concentration trends.
Biogeochemical processes are involved that are poorly

understood, as are the changes in these processes with

climate change.

Anthropogenic activity is causing rapid increases not only in
the well-known GHGs, but also in reactive nitrogen, non-

methane hydrocarbons, reactive sulfur, and aerosols. The

short lifetimes and heterogeneous spatial distribution

exhibited by these atmospheric components have nutde it

impossible to detect or quantify a trend with any confidence.

A major challenge for atmospheric chemists is to quantify

the magnitude of the changes in the anthropogenic sources
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relative to natural sources, as well as to quantify natural

sinks or destructive mechanisms for the chemical

constituents of the atmosphere.

Because the distributions of non-CO 2 green house gases are

strongly dependent on atmospheric chemical processes, this

implies that understanding of both the current climate and

the predictability of future climate depend on the proper

consideration of these other greenhouse gases and their

chemistry.

Global atmospheric chemical transport models are needed

to obtain the distribution of chemical species in the

atmosphere. Chemical transport models need to be run

interactively with climate models--at present there are none.
Much better observations are also required of atmospheric

chemical constituents.

3.3.8. Atmosph¢re/Ocean-Geosphere Interaction

Generally, atmosphere/ocean-geosphere interactions are

not incorporated in the current generation of global climate

system models. However, there is sufficient and significant
evidence indicating that this interaction should be accounted

for in a predictive scheme for the Earth system. This section

describes the observational evidence for the linkage between

the atmosphere, the ocean, and the geosphere. Presumably,

incorporating this interaction will involve monitoring (of the

geosphere), specifying potential changes, and, through
momentum balance and hydrological cycle considerations,

determining consequent changes to the atmospheric and

oceanic general circulation. Thus,just as in the case of

atmosphere-biosphere interactions (where the biosphere
itself is not modeled, only its interaction), as a first step the

geosphere itself need not be modeled. In time, a complete

Earth system model would require explicit dynamic

subsystem models of both the biosphere and the geosphere,

including internal mantle-molten core interaction.

Oort (1985) analyzed in substantial detail the global

balance requirements for angular momentum, water, and

energy. In particular, he investigates the pathways of these

three central and very different physical quantities to

elucidate the interrelationships between the various climatic

subsystems. The global angular momentum budget and

exchange processes that underscore the importance of
interactions with the geosphere receive coverage herein.

The modeling of these exchange processes could yield

potentially useful predictive information for events in the

atmosphere-ocean system as well as in the geosphere (e.g.,

volcanic eruptions and earthquakes).

The absolute angular momentum per unit mass of the

atmosphere or the ocean about the Earth's axis is the sum of
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the angular momentum of the

solid Earth (W--angular

momentum) and the angular
momentum of the motion of the

unit mass relative to the Earth

(p---the relative angular
momentum). The rate of

change of absolute angular

momentum moving with the

unit volume is balanced by the
sum of pressure and friction

torques acting on the volume.
The friction force can be

expressed as the divergence of a
stress tensor in which the
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Figure 31. Zonal-mean cross section of the flow of relative angular momentum in the atmosphere.
The streamlines depict, for annual.mean conditions, the atmospheric branch of the cycle with

source regions in the tropics between 30"S and 300N and sink regions in the middle and high
latitudes. The units are 1018kg m2 sec -2. Source: Oort 1985.

vertical component near the Earth's surface is of greatest
importance. When integrated vertically in the atmosphere
throughout a unit area column, the pressure and friction

terms on the righthand side reduce to the mountain and

friction torque terms, which together link the atmo._phere
with the underlying surface (tort and Peix6to 1983). The

equations may also be integrated in the zonal direction over

a latitudinal belt so that the inflow and outflow of angular

momentum through the latitudinal walls are balanced by the
surface sources and sinks through the mountain and friction

torques, respectively. Since the net mass flow across latitude
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Figure 30. Schematic diagram of the dominant mechanism of
poleward transport of westerly angular momentun_ by (quasi-
horizontal) eddies in the mid.latitudes. Note the preferred SW-

NE tilt of the streamlines in the Northern Hemisphere and the SE-

NW tilt in the Southern Hemisphere leading to a poleward
tran.wort in both hemispheres through the correlation bet3veen

the v and u components o.[the wind. Source: Oort 1985.

circles is small to negligible, the main contribution to the
inflow and outflow of angular momentum has to be in the

form of relative angular momentum--that is, through a
correlation between u and v.

The classical dominant transport mechanism is shown

schematically in Figure 30 where the NE-SW (NW-SE) tilt
of the axis of the wave systems in the Northern (Southern)

Hemisphere provides for a poleward transport of relative

angular momentum. The observed cycle of relative angular
momentum, computed from direct wind observations in the
atmosphere is shown in Figure 31 for annual mean

conditions. Westerly angular momentum is exported from

the Earth's surface (mainly from the oceans) in the tropics,

transported upward in the tropical Hadley cells, then

transported poleward in the upper troposphere, and finally
returned down to the Earth's surface in the middle latitudes.

The atmospheric branch of the cycle of angular

momentum as depicted in Figures 30 and 31 is reasonably
well-described and understood. Little to nothing is known

about the terrestrial branch of the cycle. For global balance,

there has to be an equatorward return flow of angular

momentum, as shown in Figure 32, within the oceans or the

"solid" Earth or both from the middle to low latitudes, which

is equal in magnitude but with opposite sign to the transport
in the atmosphere. The relative oceanic contribution to this

retm'n flow transport is estimated by making a rough

comparison between the maximum meridional transports to
be expected in the oceans with those measured in the

atmosphere at middle latitudes. Typical wind velocities in

the atmosphere are of the order of 10 m/sec and the directly
observed (and therefore reliable) vertical and zonal mean
values of the northward flux of momentum in the

atmosphere (vu) in the middle latitudes is about 10 m2/sec 2.

In the oceans, typi,.,-al current velocities are much weaker than

in the atmosphere, on the order of 0.01 to 0.1 m/sec; therefore,

vu values may be expected to be about 0.001 m2/sec2--.--that
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Figure 32, The annual-mean ru_rthward flux of angular momentum in the oceans

aml/or land (the "terrestrial" branch of the cycle) in units of 1018 kg m 2 sec "2

required to close the angular momentum cycle. Source: Oort 1985.

is, values a factor of 10,000

smaller than in the atmosphere.

Taking into account the much

greater mass of the oceans (i.e.,
~ 1,000 m of water in the
oceans versus 10 m of

equivalent water mass in the

atmosphere), the oceanic

transport would be too weak by
about a factor of 100. Thus, a

different mechanism for the

equatorward transport of
angular momentum must be
found.

It is hypothesized that the
oceans must transport angular

momentum only laterally within

each latitude belt ,and not across
the latitude circles (tort 1985).

In fact, the oceans must transfer

the angular momentum to the
continents in the same belt,

thereby acting as an

intermediary or handover agent
between the atmosphere and the

continents. It is speculated that

this takes place through
continental torques exerted by

the oceans through raised or

lowered sea levels along the

continental m_gins in a fashion

comparable to the pressure
torques across mountains in the

atmosphere. The concept is

depicted in Figure 33. The main
contribution to the pressure

torque is probably due to the
difference in sea level across

each continent. Differences in sea Ievel

of 50 cm are found between the west and

east coasts, leading to a westward torque

on the low-latitude continents (see Figure

34). Similarly, an eastward torque would

be exerted in the middle latitudes where

the westerly winds dominate. See Figure

35 for quantitative estimates of the

continental torques using more recent

data of dynamic topography (Levitus

1985). The figure also shows the total

required surface torque derived using

atmospheric data only. The agreement
between the two curves, despite the

! - --
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Figure 33. (a) Schematic diagram of the observed east-west sloping of sea level along the 25"N

latitude circle. The resulting pressure differences across the low-latitude continents together with

similar differences (but of opposite sign) across the mid-latitude continents are suggested to lead

to continental torques needed to satisfy global angular momentum constraints. (b) Schematic

diagran2 of the cycle of angular momentum in the atmosphere-ocean-solid Earth system. In the

atmosphere, there is a continuous poleward flow of westerly angular momentum with sources in

low latitudes through the mountain and friction torques over land Pie and Tie and through the

friction torque over the oceans T o. The corresponding sinks of westerly angular momentum are

found in the middle and high latitudes. When considering the atmosphere plus the oceans as the

total fluid envelope of the Earth, the tow-latitude sources and mid-latitude sinks are given by the

three terms Pl.e £1_ and the continental torque _2. The return equatorward flow of angular

momentum must occur entirely in the solid Earth (land). Source: Oort 1985.
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Figure 34. The relative height of sea level (in cm)for annual mean conditions as computed from global density data (derived from the
basic temperature and salinity observations) in the oceans, assuming a level of no motion at 1,000 m depth, from Levitus and Oort

(1977). Reproduced with pemlission from Bulletin of the American Meteorological Society.

drastic simplifications made in computing the oceanic curve

and the neglect of the land pressure torques, is remarkably

good, lending credence to the hypothesis of a dominant
lateral exch,ange of angular momentum between the oceans
and the continents.

10 ,

What remains is the postulation of a viable 8

mechanism for the required return flow of 6

,angular momentum from middle to low 4
latitudes: The required return flow has to

2
occur almost completely within the "solid" _,

F..arth. A possible mechanism that suggests _ o
itself is by the preferred tilt of the motions _ -2

along faults in continents--that is, through ,o
the SE-NW-ofiented displacements in the

crust in the Northern Hemisphere middle -6

latitudes and through the preferred SW-NE -8

displacements along faults in the Southem -_o

I lemisphere middle latitudes. Ex,'unples are
shown in Figure 36 lbr the San Andreas fault -12 805

and the New Zealand fault system. These
preferred orientations would lead to a

correlation comparable to that in the

atmospheric waves shown earlier in Figure 30.
Processes in the Earth's crust would be much

more localized and intermittent. The

implications of the pathways suggested lot

angular momentum could be profound---namely, that
continental torques link in a clear manner the motions in the
atmosphere and the oceans with some of the motions in the

"solid" Earth's crust. Their future study might lead to a

i I I i II I I I

/75 \

\
t/ \\ / i \<-..-',,

I I 'l /

k. / '¢

l t I _ ........ I | I __.L_

60 40 20 0 20 40 60 8ON

Figure 35. Meridional profiles of the surface torque exerted by the atmosphere on
the oceans and land (solid line), PL + TL + To, and the torque exerted by the

oceans (due to sloping sea level) on the continents (dashed line) go. If there were
no net surface torques over land (PL + TL = 0), and if observational inaccuracies

are disregarded, the two curves should ahnost overlap (go _ To). The values
represent integrals over 5* latitude belts in units of lO 18 kg m2 sec "2.

Source: Oort 1985.
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Figure 36. Two examples of typical fatdt systems in the continental land masses that could lead to

SE-NW mass shifts in the Northern Hemisphere and SW-NE shifts in the Southern Hemisphere

required to (occasionally) relieve the angular momentum (atmosphere-ocean) torques imposed on

the continents. Source." Oort 1985.

better understanding, and perhaps also prediction, of how

certain stress patterns may build up in the Earth's crust and

how these stresses may eventually be released, conceivably

leading to the intermittent occurrence of earthquakes along

fault zones.

The angular momentum pathways identified by Oort

(1985) provide mechanisms for the accumulation or

storage of stresses in the continental Earth's crust through

angular momentum transfers between the atmosphere and
ocean, and the ocean and the solid Earth. Could a sporadic
release of these stresses be associated with the occurrence

of major ENSO events? Figure 37 shows that there is a

strong association between ENSO events (as captured by
the Southern Oscillation Index), the Earth's rotation, and

earthquakes. Although volcanic eruptions may not directly

participate in angular momentum transport, they

presumably occur in conjunction with the release of stress
accumulations in the Earth's crust combined with the

dynamics of molten core-mantle interactions. The

injection of volcanic aerosols into the upper atmospheres
alters climate for years, as well as the global general

circulation of the atmosphere, and possibly the ocean.

Shifts in the positions of atmospheric jet streams, ocean

currents, and sea level would alter the angular momentum

budget of the atmosphere-ocean system, which would be
reflected in the rotation speed of the Earth. In fact, on the

monthly-to-interannual time scale, there is a near-total

correspondence between
changes in atmospheric

angular momentum and the
rotation speed of the Earth.

Figure 38 shows the

correspondence between

observed changes in length-of

day (LOD) and changes
estimated from calculations of

atmospheric angular
momentum. Atmospheric

angular momentum

computations are based on

global observations of the
wind field and computer

analysis techniques that

transform irregular point
measurements into regular

three-dimensional global

grids. The first observations
of nonconstant LOD were

made in the 1930s, when

fluctuations of LOD on a

decadal time scale were

detected astronomically from

star position data. In recent years, variations in Earth
rotation during periods of less than 1 year have been

discovered using atomic clocks and a number of

sophisticated techniques. Among these techniques that

supplement the classical method of star observations are 1)

Very Long Baseline Interferometry (VLBI), in which
different antennas receive radio wave emissions from the

same source outside the galaxy; and 2) laser ranging, which
uses accurate measurements of the round trip it takes a

laser light pulse to travel between the Earth and a remote
reflector. Reflectors have been placed on the moon and on

the Laser Geodynamics Satellite (LAGEOS) series. The
information acquired with this combination of techniques

has provided for unprecedented accuracy in Earth rotation

speed estimates.

Associated with the 1982-83 ENSO sea surface warming

and shift in tropical circulation systems, the strong westerly

jet stream winds over the North Pacific and the rest of the

globe were altered; generally, the upper tropospheric
westerly winds were more zonal in character and

positioned approximately 5° equatorward of their normal

latitudinal position (Oort 1985). These and other changes

in the atmospheric and ocean circulation were sufficient to

slow the Earth down. Figure 39 shows a schematic of the

relationship between the atmospheric wind field and Earth

rotation.
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Figure 3Z (Curve I) 30-day counts of all shallow earthquakes (depth 0-100 kin) with magnitude greater than or equal to 5.0 in the

Earthquake Catalog of the International Seismological Center. A linear trend has been removed from the data set, and a low pass

filter (3 db point at 500 days) applied. (Curve II) A Modified Southern Oscillation Index (MSOI) defined as the negative of the 1-year

moving average of the Southern Oscillation Index. (Curve III) The interannual variation in LOD. (Vertical Bands) ENSO events.

Source: Chinnery 1992 (NOAAiNGDC, personal communication).
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Figure 38. Changes in
LOD as inferred from the
angular momentum of the
atmosphere (solid line) and
observed changes in LOD

(dotted line). Tides have
been removed from the LOD

changes.
Source: Rosen et al. 1984.

Conclusions�Recommendations. There are

several aspects of atmosphere-geosphere
interaction that are presently not considered

or incorporated in the current generation of

global Earth system models. This is an area
that requires substantially more research,

particularly when decadal tinue scales are an

integral part of the climate and global change

problem. Cross- and muItidiscipIinary
research, as well as perspective, is required

Figure 39. Wind changes during the ENSO
of 1982-83, and their relation to Earth

rotation. The atmospheric angular
momentum (M) is computed by the equation

given below the figure. The angular
momentum of a parcel of air increases if it

moves equatotward (larger r) or if there is an
increase in density or speed (u component).

Source: Rosen 1984.
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4. Simulation and

Prediction of the

Global Earth System

4.I. The Forecast�Predictability Problem

Lorenz (1969) defined the "range" of predictability as "the
time interval within which the errors in prediction do not

exceed some pre-chosen magnitude, which for practical

purposes should be considered greater than the magnitude of

typical errors of observation but less than the magnitude of the
difference between randomly chosen skates of the system."

This concept still applies and also raises profound
questions regarding the predictability of the global Earth

system and/or any of its subsystems. It has been customary

to evaluate numerical prediction "skill scores" based on

comparing a prediction with "persistence" or, in the case of

meteorology, climatology. The persistence forecast assumes

that the state of the system during the next (forecast) time

period is exactly the same as that of the present (initial state),

whatever the chosen time period is. The "climatalogical"

forecast relies on the historically observed statistics of the

fluctuations of the system to extrapolate in time into the

future. The basic concepts apply to any system. In terms of
weather systems, the climatological forecast would refer

primarily to the average seasonal cycle, together with

information (as available) on interannual variability that

would introduce a probabilisfic element into the system

feature being forecast. If analyzing the global Earth system, a

knowledge of possible skates could require 10,000 to 100,000
years of observations. This suggests that the extent to which

the global system is predictable is as yet unresolved.

4.2. Simulation�Prediction Time Ranges
This section briefly describes the various time scales of

variability, as welI as the components and processes of the

global system involved in each of these time scales. The

distinction is mathematically and numerically expedient and

in some cases necessary because of lhnitations imposed by

speeds of the present generation of computers. From a

practical standpoint, the separation by time scale is not
unreasonable. For ex,'unple, the atmosphere interacts with

the oce,'m primarily through the exchange of heat (sensible

and latent), moisture, and momentum fluxes. The

momentum transfer is particularly important to the ocean

near-surface circulation. In fact, most ocean models use the

surface wind stress obtained from an atmospheric model a.s

the primary driving mechanism that generates the ocean

currents. Radiative and moisture (water) fluxes are

important for long-term integrations. Similarly, the

atmosphere responds primarily to ocean sea surface

temperature (SST). Thus, if SST is prescribed as a boundary

condition, the model simulates atmospheric circulation
changes rather well. This is in fact the basis for most ENSO

simulation/prediction experiments. The fact that the two are

thermodynamically coupled to form one interactive system

may be ignored (on very short time scales) through

continually reinitializing the atmospheric GCM with

observed SST. This need be done only about once a month,

because the SST changes somewhat slowly. For a 1- to 10-

day weather forecast, SST is assumed to be constant. Older

GCMs simply used monthly mean climatological SST

values with reasonably good results. Present models use

SST observed from satellite, ship, and buoys.

The point to be noted in the above example is that a

continuing cycle of global predictions can be made in an

engineering sense with an incomplete model of the total

system, if those components and processes of the system that

are not (or cannot be) explicitly modeled and that change

relatively slowly are continually monitored. That is, the

observed fields are specified as either internal or external

boundary conditions to the global model for a particular

forecasting/prediction objective (e.g., a specified time scale
such as 1 month, 1 year, 10 years, or 100 years).

Conversely, all assumptions used in a model, including

implied assumptions (e.g., a static deep ocean circulation,
vegetation distribution, cloud distribution, or aerosol

concentration and distribution) will conswain the potential

predictability limits of the model. Otherwise, these assumed

"static" fields must be continually monitored globally, and

the global system prediction regularly updated. Currently,

the long-term prediction of the global system is considered

to be more a research exercise than an operational activity.

In this section, no serious distinction is made between

simulation and prediction as far as the mathematics and

structure of the global system model used for the exercise

are concerned. This is because all prediction models require

l) observations for initialization even for a single prediction

experiment, 2) observations for validation, and 3) runs in a
simulation mode [i.e., a model must first be able to simulate

(reproduce) those aspects of the global system the model is

attempting to predict].

Simulation is a necessary, but not sufficient, condition a

model must satisfy before it can be credibly applied for

prediction purposes. It should also be noted that specifying

a boundary condition such as SST immediately implies that

the thermal adjustment time of the ocean is infinity and the

heat capacity of the surface ocean is infinite--namely, SST

will not change even if there is interaction with the

atmosphere, and the ocean receives or releases sensible and

6"11



latentheat.It isforthisreasonthatthespecificationofa
boundaryconditionistermed"boundaryforcing."Many
simulationexperimentsareconductedinthismanner(e.g.,
ENSO,deforestation,paleoclimaticreconstruction).The
surfaceboundaryconditionisimposedfromobservationsor
fromestimatesofboundary-forcingfields.Forexample,a
typicalSSTanomalyfieldmaybespecifiedrepresenting
ENSOconditionsinordertoobtaintheequilibriumresponse
oftheatmosphere;theobservedsurfaceatmosphericwind
stressontheoceanmaybespecifiedtoobtainthe
equilibriumresponseofthesurfaceoceancirculation;oran
alteredsurfacevegetationlayermaybespecifiedtogether
withcorrespondingchangesinalbedoandroughnessfora
deforestationexperiment.Thetechniquepermitsstudying
theinteractionbetweencomponentsoftheglobalsystem
duringspecificstatesofoneormorecomponentsofthe
systemandhelpstheunderstandingofprocesses.For
predictionexperiments,theboundaryconditionsmust
themselvesbepredicted.

Currently,mostglobalsimulationandprediction
experimentswithglobalmodelsdealwithweatherand
climateissues.InaccordancewiththeWorldClimate
ResearchProgram'sdelineationofclimateresearch
objectivesintoStreamsI, II, andIII, climatesystem
predictionrequirementsmaybecorrespondinglydivided
intothreeranges:1)Shortrange[weekstoafewmonths
(intraseasonal)];2)mediumrange[se,'tgonstoseveralyears
(interseasonalandinterannual)];and 3) long range [years
to several decades (decadal)]. This should not be confused

with the terminology used in weather forecasting, wherein

short is equivalent to 1 to 3 days, medium up to 10 days,
and long greater than 10 days. Basically, climate

prediction assumes the time scales where weather
forecasting stops--usually around 2 weeks, the

deterministic predictability limit for the atmosphere. A

further and important difference is that a weather forecast

must predict specific weather events at any given location
and the absolute values of state variables such as

temperature, wind, precipitation, and so on. Climate
forecasts are more concerned with changes in the statistical

character of weather. Thus, a climate prediction would not

typically refer to when and where a particular snowstorm
might occur sometime during the next year or 10 years

from now, but rather the prediction would refer to the

possibilities of a colder or warmer than normal winter, or a
more active or less active monsoon circulation, or, of

course, the familiar example of global warming in 30 to 50

years owing to increasing concentrations of GHGs. An

Earth system model would also need to predict changes in

the land surface (e.g., soil) and the biosphere (e.g.,

vegetation cover and type), as well as ocean biomass

production, changes in species diversity, population

movements, and impacts on socio-economic activity.
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4.3. Short Range (Intraseasonal)
This time range overlaps substantially with the "medium"

and "extended" range of weather forecasting. While weather

forecasts primarily cover a few days (e.g., 1 to 3) in order to

provide warnings about impending severe weather, a variety

of user industries (e.g., agriculture, energy, water supply)

require longer term guidance. The time range of operational

weather forecasts now routinely extends to 10 days. There is

strong pressure to extend operational forecasting to 1 month.

As described in Section 2, extending the time scale involves

incorporating explicitly more components and interactive

processes of the global system. For short time scale

predictions, a global GCM relies in principle on the memory
built into the initialization field or the initial conditions at a

particular point in time. It is typical to run a global GCM at

a certain spatial resolution (e.g., a 2.5 ° to 5" grid) and run

nested grid-limited area models at much higher resolution to

provide "local" weather detail. An example of a nested grid
scheme is shown in Figure 40. Generally the GCMs used

for this time range of prediction utilize a variety of

prescribed boundary conditions to simulate coupling with
the land surface and the ocean, sea ice, and so on. Often

climatological (i.e., mean) values/fields are used.

Fixed boundary conditions, even if varying with the

season, have been found to limit the range of extended range

predictability. Current operational GCMs utilize observed

monthly mean SST. Some also include highly simplified

interaction with the very upper ocean layers. Most have

,already incorporated fairly sophisticated "physics" packages

that represent, in parameterized form, cloud/convective

processes, some radiative processes, and the planetary
boundary layer. Although sophisticated, all parameterized

"physics" packages need to be verified, validated, and

improved. While the general character of the large-scale

wave systems are predicted by all models rather well, there

are significant regional differences between models in

second and higher order parameters such as precipitation,

soil moisture, and fluxes of heat, moisture, and momentum,

which point to deficiencies in the current representation of
these processes.

An examination of the "skill scores" of current generation

short-range prediction models (e.g., NOAA/NMC, ECMWF)

shows that beyond a few weeks there is a definite

degradation of the forecasts. With the availability of more

powerful computers, most forecast centers have increased the
resolution of their models in order to obtain more accurate

regional and in situ predictions. Results have been mixed.

Performance has improved in some cases, but not in others.

Research is also under way to understand, model, and

predict intraseasonal oscillations in the tropical aunosphere
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Figure 40. Grid ._stem of the regional meteorological mode/. Source: Pudykiewicz et at. 1992.

(Lau and Chang 1991).
Intraseasonal oscillations

(ISO) in the form of 30- to

60-day oscillations were

f'ast detected by Madden
and Julian (1971). Based

on extensive data analysis
and theoretical and

modeling studies, Madden
(1986) constructed a

schematic of the 30- to 60-

day disturbance (see

Figure 41). The whole

complex is strongest
during the non.hem winter,

increasing in intensity as it
propagates from the Indian
Ocean to the central

Pacific where it weakens.

The relationship between
cloudiness is derived from

outgoing longwave
radiation and the 250 mb
circulation as shown in

Figure 42. The inverse
pattern becomes
established as cloudiness

pushes to the dateline.

Lau and Chang

investigated the forecast

capabilities of the

operational NMC model

from December 14, 1986,
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to March 3, 1987 [Phase II
of the Dynamical Extended Range Forecast (DERF)]. Their

results suggest that the model's ability to forecast tropical

intraseasonal oscillations and low-frequency extratropical

modes of the atmosphere was considerably enhanced during
special periods when ISO was strong. The increase in

extratropical forecast skill is conjectured to be due to the

following: 1) The model's ability to better capture the ISO

signals in the tropics, and 2) the increased coupling between

the tropics and the extratropics during periods of strong ISO.

Tropical ISO may therefore be a physical basis for extended-

range forecasts in both the tropics and the extratropics, but

Figure 41. Schematic depiction of the structure of the 40- to 50-

day oscillation at a time of large amplitude. The lower panel

represents the structure in the equatorial plane. Shading at the

bottom represents the negative pressure anomalies. The line at

the top of the [ower panel represents the tropopause. The upper

panel is a plan view of the disturbance in the upper troposphere.

The shaded area there corresponds to a positive anomaly in

convection with a center displaced into the summer hemisphere.
Source: Madden 1986.
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Figure 42. Schematic of the relationship between outgoing longwave radiation and 250 hPa circulation at a time of simple
structure in the 30- to 60-day life cycle of the intraseasonal oscillation. Source: Weichnann, Lussky, and Kutzbach 1985.

improvements vary from case to case, depending on the

strength of ISO.

4. 4. Medium Range

(Interseasonal and lnterannual)
The most notable and pronounced example of year-to-

year variability of the climate system is the ENSO

phenomenon (WMO 1984, 1986). The El Nifio originally
referred to the winter (December through February)

warming of ocean waters off the coast of Peru. Every 2 to 7

years, this warming appeared to spread to the central and
eastern Pacific. The Southern Oscillation is a global-scale

ice saw of surface pressure with centers of action around
Indonesia/North Australia and the southeastern Pacific

region. The two phenomena were discovered and studied
for decades as separate entities. Only in recent years have

they been recognized as linked parts of the atmosphere-
ocean climate system, hence the term "El Nifio/Southern

Oscillation."

Major ENSO episodes such as that during 1982-83 led to

massive displacements of the rainfall regions of the tropics,

bringing drought to vast areas and torrential rains to
otherwise arid areas. The related atmospheric circulation

anomalies extend deep into the extratropics, where they are

associated with unusual conditions over regions as far apart

as the United States and New Zealand. Because ENSO is a

global event, near-simultaneous and large climatic anomalies

appear over many regions of the world. Owing to the
enormous socio-economic environmental and ecological

impact of ENSOs, major efforts are being made to observe

ENSO and improve predictive models of the coupled

atmosphere-ocean climate system. The WCRP's Tropical
Ocean Global Atmosphere (TOGA) Program (1985-95) and,

in particular, the TOGA-Coupled Ocean Atmosphere

Research Experiment (COARE) are specifically targeted at

improving the predictive capability of the coupled ocean-

atmosphere system. This is also one of the priority
objectives of the Global Change Research Program (GCRP).

Figure 43 shows the global tropical (20°N-20°S)
Intergovernmental Panel on Climate Change (IPCC)

temperature anomaly time series and the correspondence of

this global signal with ENSO (marked by wedges). During

ENSO years, the Southern Oscillation index (Tahiti-Darwin

pressure) is negative. The temperature anomaly is dominant
on account of the SST warming in the central and eastern

Pacific, which is associated with a large shift in the tropical
convective zone from the western Pacific to the central

Pacific near the date line. Figure 43a shows the areas and

times of year with a consistent ENSO precipitation signal.
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Figure 43. (a) Schematic diagrcon of areas and times of the year with a consistent ENSO precipitation signal (adapted from

Ropelewski and Halpert, 1989). (b) Monthly tropical (20°N-20°S) sea surface and land air temperature anomalies, 1961-1989; land

data from P.D. Jones and sea surface temperature data from UKMO; arrows maHc maximum ENSO warmth in the tropics.

Source." Houghton et al., IPCC 1990.

The physical reasoning behind ENSO events is not low-level moisture convergence as well as somewhat

completely known, but a sequential process has been increased sensible heat flux; 5) a large-scale connection shifts
postulated by Klaus Wyrtki and others, and depicted in from its predominant position in the western Pacific toward
Figures 44 and 45--namely, 1) above-normal trade winds the international dateline; and 6) the shift in convection shifts

build up over warm equatorial waters in the western Pacific; the tropical diabatic heating pattern as a result of the release
2) once in approximately 2 to 7 years the trade winds slacken, of latent heat in the mid-troposphere, which results in
followed by a relaxation of the surface ocean system, which changes in the tropical and extratropical atmospheric general
triggers a Kelvin-wave upper oceanic response to this circulation. As a part of this altered state of the climate

slackening of surface wind stress; 3) accompanying this system, there is a shift in the ascending branches of large-
"sloshing" of the ocean, sea surface temperatures rise in the scale east-west overturning circulations, causing either

eastern and central Pacific; 4) elevated SST causes increased increased or phase-shifted subsidence in tropical locations
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Figure 44. The response of the thermal structure of the equatorial

Pacific to changing winds. (Top) Under normal easterly trade

wind conditions, sea level rises to the west and the thermocline

deepens. (Center) This situation is amplified during strong trade

winds. (Bottom) When the winds relax, water sloshes east, which

leads to a rise in sea level and a deepening of the thermocline

along South Americct In the western Pacific, sea level drops and
the thermocline rises. Source: WMO 1984.

far removed from the location of the initial SST anomaly

(WMO 1984).

Although it has been convenient to identify the ENSO
cycle by the SST and Southern Oscillation indices (covering
the Pacific basin region) because it is here that the "signal" is
first detected (SST by satellites and ship observations),
clearly the ENSO is a result of coupled aunosphere-ocean
interaction. The ability to simulate and predict ENSO events
is an important test of the mechanics and physics of a
climate system model--in this case, atmosphere-ocean
coupling. Generally, it is found that the atmospheric
response is reasonably well-simulated by prescribing the
observed (during an ENSO) SST anomaly, and the ocean
response is reasonably well-simulatexl by specifying as a
boundary condition the observed surface wind stress. The
"observed" surface wind stress is obtained using
observations, an atmospheric GCM, and special algorithms
to convert model winds at the lowest model layer to surface
wind stress vectors.

Significant success has been achieved in ENSO prediction
by Cane and Zebiak's (1987) model, which uses a highly
simplified ocean model emphasizing the upper ocean layers.
Figure 46 shows the results of prediction runs with lead
times ranging from 0 to 15 months. Curiously, the 9-month
forecasts are reported to statistically verify better with
observations than forecasts made with shorter lead times.
This could, in principle, be on account of "spin-up"

problems associated with initialization shock. Initialization
shock and spin-up problems are a common occurrence with
all modeling or prediction exercises where the initialization
data fields (i.e., observed) are not consistent with the
dynamics and physics of the resolved scales and processes of

Region of
weakened trades

WIND

Region of
intensified trades

- -- WIND

,,....._......_.WINE>
_=BmmBB _ ANOMALY

West Ocean surface East

Figure 45. Schematic of a simplified model atmosphere's response to a prescribed surface oceanic heat source (warm sea

surface temperature anomaly and depressed thermocline). Source: WMO 1984.
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a model. Cane et al. attribute the inconsistencies between
the 0-month lead thne forecast and observations to the fact

that the ocean model is not initialized with the observed SST

values. The reason for the 6- to 9-month spin-up required

for the Cane et al. coupled model is at present unknown.

In the case of atmospheric GCMs, spin-up problems

very clearly show up in precipitation, evaporation, ,and soil
moisture estimates (from model calculations). For

example, soil moisture in a previous version of the
ECMWF model verified better with observations with a

-3-day time lag. ENSO-type simulations with modified

convective parameterization schemes have been conducted

to test improvements to global climate models (Meehl and

Albrecht 1991).

Studies of ENSO and interannual variability are

particularly important for improving the physics of global
models, because the ENSO represents a strong "climate

system change" signal. In this case, the change is driven by
the geographical distribution of solar radiation forcing owing
to the tilt in the Earth's axis from the orbital plane. Because

the two hemispheres interact through the atmospheric and
ocean circulation, the effects of change is redistributed over

the entire global surface. Thus it is not the same as a change
in solar forcing itself. Ramanathan ,and others have used this

feature to investigate changes in the radiation budget, cloud-

radiation feedback, and the sensitivity of the global climate

system to change in surface temperature.

4.5. Long Range (Decadal)
The approach used for long-range global simulation and

prediction is somewhat different from that applied to shorter
time scale predictions, even though the respective models

used are becoming rather similar. On inter'annual and
shorter time scales-, the prediction must refer to specific

events to be useful; examples include the occurrence of an

ENSO or a drought. Of current concern is the issue of

climate change caused by enhanced GHG effects--that is,

the change likely to be caused to the climate system due to

the increasing anthropogenic injection of GHGs into the

atmosphere. The approach here is f'trst to determine the
direct radiative effects of GHGs (e.g., CO 2, CH 4, N20,

CFCs) either individually or combined as an ensemble

through some simplifying assumptions such as using

equivalent CO 2 concentrations. A variety of global models,

from very simple to very complex, have been used to probe

the problem. AlI involve various assumptions that at the

very least include projections on the rate of increase of
GHGs over 30 to 50 years. In the global system model, an

initial heating causes changes to atmospheric water vapor
content, cloud cover and type, sea ice, and so forth through

feedback processes. These feedbacks generally add to the

initial change in surface temperature (i.e., they constitute a

positive feedback). The final predicted change is thus a
result of both direct and indirect effects and, consequently,

dependent on how a global model handles various feedback

processes.

The general consensus on climate change (IPCC 1990) is
that for a doubling of equivalent CO 2 concentrations, from

present concentrations, the equilibrium global mean
temperature change is likely to be in the range of 1.5 to

4.5°C. In general, the change is forecast (by models) to be
smaller in the tropics and larger in the middle and higher

latitudes. Key and somewhat controversial issues follow:

1) climate sensitivity, 2) climate system response time, and

3) the regional distribution of temperature and

precipitation. Other impacts of a global warming such as
sea level rise and the melting of sea ice and ice sheets also

need to be accurately known. The models used are generally

atmosphere-ocean coupled models, and computationally

expensive if the oceans are incorporated properly. The use

of simplified oceans are customary; yet, this introduces
uncertainties in the magnitude and timing of the projected or

predicted climate change. The models also contain in one
form or another interaction with the land surface, vegetation,

and the cryosphere---often in highly simplified form.

Large uncertainties also arise because of the unknown

representatives of the parameterization of several subgrid-
scale processes and other interactive and feedback processes.
Other sources of uncertainty are introduced by those aspects

of the climate system that are not modeled explicitly--for

example, volcanic eruptions and the injection of aerosols
into the stratosphere. The present approach is to incorporate

such "forcings" post facto into the model, and simulate

and/or predict the impact of the change on the evolution of

the model's climate.

Figure 47 from Hansen (1991) shows the predicted

climate change over the next 20 to 40 years for different
scenarios for the rate of change of GHGs. Figure 48 depicts

the Mount Pinatubo volcanic eruption using the same

model---namely, through a cooling effect spread over about

5 to 10 years, superimposed over "natural variability" and

the warming trend due to GHGs. At the time when the
model was run, two estimates were used for the s_ength of

the Mount Pinatubo eruption: l)Equivalent to the El

Chichon eruption, and 2) twice that of El Chichon. As in

Figure 47, the model runs A and B refer to GHG growth rate

scenarios.

It should be noted here that decadal scale (and longer)

natural system variability (i.e., inherent variability) is a

complex problem, since it could and probably would bring
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Figure 47. Annual mean global sutface air temperature computed for scenarios A, B, and C. (a) Annual mean global temperature

change, 1958-2019; aml (b) 5-year n_nning mean, 1960-2060. Observed data are from Hansen and Lebedeff (1987, 1988). The

shaded region in pat_ (a) is an estimate of global temperature during the peak of the current and previous interglacial periods--about

6,000 and 120,000 b£fore the present, respectively. The zero point for observations is the 1951-1980 mean (Hansen and Lebedeff

1987); the zero point for the model is the control run mean. Scenario A: Growth rate of trace gas emissions increasing at present

level of about 1.5% per year. Scenario B: Decreasing trace gas growth rate such that annual increase in GHG climate forcing

remains constant at present level. Scenario C: Drastically reduced trace gas growth between 1990 and 2000 such that GHG climate

forcing ceases to increase after 2000. Source: J. Hansen et al. 1988.
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Figure 48. (Top) Global mean aerosol optical depth and radiative forcing at tropopause for Mt. Pinatubo (Pn) simulations. (Left)
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lO0-year control run meart (RighO Monthly mean global (a) and northern latitude (b) surface air temperature for Scenarios B, P I,

and P 2. Source: Hansen 1992.

into play various parts of the climate system that are not yet

explicitly included in the model (e.g., deep ocean).

Decadal and longer term fluctuations have also been noted

in precipitation in the Sudano-Sahel and the drought cycles

in the United States, for example. Figure 49 shows that

there is a decadal time scale correlation between sea surface

temperature anomalies and rainfall over the Sahel. Changes

in global sea surface temperature are hypothesized to alter

low-level moisture convergence and the global hydrological

cycle. By specifying observed SST changes in their global

forecast model, the United Kingdom Meteorological Office

(UKMO) routinely makes seasonal, extended-range

predictions of Sahelian rainfall.

10

Some decadal time scale global system changes have been

attributed to anthropogenic causes as well. In the case of the

Sahel, Charney hypothesized that changes in precipitation

could also be caused by the impact of human activity on land

surface and vegetation. Investigating such problems are

currently carried out using coupled climate system models.

For example, Shukla et a1.(1991) investigated the effect of

deforestation in the Amazon region of South America; they

used a coupled model of the atmosphere and biosphere.

Figure 50 shows the area covered by tropical forests in the

control simulation. The forested area was replaced by

degraded grass (pasture) in the deforestation experiment. In

model terms (refer back to Figure 29), this replacement

translates into a changed surface albedo, roughness, and
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Figure 49. (Top) Sea surface temperature anomaly differences--Southern Hemisphere minus Northern

Hemisphere. The Southern Hemisphere included and the Northern Hemisphere excluded the Indian Ocean in

this analysis. Anomalies were computed relative to the 19M-1980 period, for July to September 1901-1985.

(Bottom) Standardized annual rainfall anomalies for the Sahel, 1901-85. Source: Folland 1985.

various parameterizations (e.g., stomatal resistance or depth

of root zone in the biosphere model). The consequence of
these changes is altered momentum, moisture, and heat

fluxes between the atmosphere and the land/vegetation
surface.

Figures 51 and 52 show the model-predicted change in

surface temperature, deep soil temperature, precipitation,
and evapotranspiration. The first two increase, while the

latter two decrease substantially. In the simulation, the

length of the dry season also increased, which could render

the reestablishment of the tropical forest difficult.

Changing the convective-diabatic heating of the

troposphere over Amazonia is speculated to have effects in

the general global atmospheric circulation and, possibly,

through

atmosphere-ocean
interaction. These

feedback effects

have not yet been

quantified and can

get quite

complicated.

It needs to be

noted that the

reliability of such
predictions (i.e.,

climate change due
to Amazonian

deforestation)

depends clearly on
all other

assumptions and

parameterization in
the model, such as

the parameterization
of cloud and

convective

processors, the

planetary boundary
layer, the choice of
vertical coordinate

system, and how the
model handles

mountains---hence

the reason why such

predictions are

frequently termed
"climate scenarios."

Much more detailed

observational and

modeling studies, as

well as diagnostic and

monitoring
experiments, are
needed for model

verification and

validation.

Figure 50. The South
American region.
Stippling depicts the
area covered by the
tropical forest in the
control simulation.
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Figure 51. Differences between

12-month means (1 January to

31 December) of deforestation

and control cases (deforested--

control)for the South American
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Figure 52. Monthly distribution

(1 January to 31 December) of

the areal average of(A) surface

temperature, (B) total

precipitation, ( C)

evapotranspirat ion, and ( D )

evapotrattwiration minus total

precipitation, The solid line is

for the control case, and the

dashed line is for the

deforestation case.
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4.6. Simulation�Prediction with

Dynamically Coupled Models
Given the complexity of the physical climate system,

time-integrating, coupled models are computationally very
expensive. They also have special difficulties on account of

the increased degrees of freedom introduced by the dynamic

interaction at interfaces of the coupled system. For example,

prescribing and maintaining a fixed sea surface temperature
and surface snowhce distribution as a boundary condition to

an atmospheric GCM implies an ocean with infinite heat
capacity and, de facto, sets the surface albedo. Thus,

coupling an atmospheric and ocean GCM can allow
imbalances in the interlace flux of heat and moisture to

develop, thereby introducing a gradual artificial drift in one

or both components of the coupled system. Such imbalances

could be due to a variety of causes, ,among which are

deficiencies in the parameterization of some of the subgrid-
scale processes (in the model) or the overestimate or

underestimate of various transports. In a climate simulation

(i.e., all forcings are held constant or cyclical for the annual

cycle), such imbalances need to be compensated on some
sensible, physically realistic basis before the model can be

used for climate prediction experiments. Choosing or
prescribing the right compen_tion, usually in the form of

flux corrections, involves a best guess about the cause of the
imbalance.

With advances in climate system modeling, more and

more interaction between the components of the climate

system are included. But this does not necessarily imply that

such coupling is dynamic. For example, interaction takes

place with the biosphere; yet, the surface and lithosphere do
not have dynamic models as input to a climate model. For

the decadal time scale of present interest, this may be
sufficient, even though this may constrain the model.

However, in this time scale, dynamic coupling with the
ocean and cryosphere does prove essential for climate

prediction purposes, because they are subject to significant
changes in interannual to decadal fluctuations.

Most atmosphere-ocean coupled models do not include a

full dynamic ocean. They usually consist of an atmospheric
GCM interacting with a simplified mixed-layer ocean model

that is _ approximately 50-m slab of vertically well-mixed

water. The rate of heat exchange between the mixed layer
and the deep ocean layers is prescribed such that the
seasonal and geographical distributions of sea surface

temperature and sea ice are realistic. However, they do

(usually) contain idealized schemes for sea ice prediction

(change). Most 2 x CO 2 equilibrium experiments are

carried out with such (albeit simplified) atmosphere-ocean

coupled modcls. Such a configuration of the modeled

climate system is conceivably adequate for prediction on

time scales less than that associated with the deep ocean
circulation (namely 100 to 1,000 years)---even if it does in
the process introduce some errors. Predictions will need to

be updated periodically. Double CO 2 equilibrium

experiments do not provide information on the rate of

change of global and regional temperature, or information on

the time lags that may be introduced by the deeper layers of

the ocean. The lag introduced when the ocean spreads the
heat trapped by downward GHGs reduces the rate of

warming of the oceanic surface.

It is therefore important to develop comprehensive ocean

models and to conduct experiments with dynamically
coupled models. Indeed, there have been several notable

experiments. One such example is detailed below for

illustrative purposes, besides providing important insights
into CO2-induced warming. The example is from a

transient response experiment using a coupled ocean-

aunosphere model (Manabe et al. 1991). In this

experiment, CO 2 is increased gradually at the rate of

lpercent per year. The estimated rate of increase was

chosen because the total CO2-equivalent radiative forcing

of various GHGs other than water vapor is estimated to be

currently increasing at ~1 percent per year (Hansen et al.
1988). A parallel experiment was conducted with

equivalent CO 2 concentrations decreasing at 1 percent per

year to investigate whether the climate system response was

symmetric. Significant deviations from symmetry would
indicate that the coupled model responds nonlinearly to

thermal forcings of opposite sign.

In the atmospheric component of the model, the dynamic
computation is performed using a spectral transform method

in which the horizontal distribution of a predicted variable is

represented by a truncated series of spherical harmonies and

grid point values. The resolution is limited by a cutoff
beyond zonal wave number 15. The same number of

degrees of freedom is used in representing the latitudinal

distribution of each final wave component. The effects of

clouds, water vapor, CO2, and 0 3 are included in the

calculations of solar and terrestrial radiation. The

distribution of water vapor is predicted in the model, but the

mixing ratio of CO 2 is assumed to be constant throughout

the model atmosphere. Ozone is specified as a function of
latitude and height from observations. Overcast cloud is

assumed whenever the relative humidity of air exceeds a

critical value (99 percen0. Otherwise, clear sky is predicted.

The insolation imposed at the top of the atmosphere has
seasonal variation; however, its diurnal variation is removed

for the sake of simplicity and economy of computation. The

solar constant is assumed to be 1,353 W/m 2.

-il, 3
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Precipitation is simulated whenever supersaturation is

indicated by the prognostic equations for water vapor. The

precipitation is identified as snowfall when the air

temperature near the surface falls below freezing; otherwise,
it is identified as rain. Moist convective processes are

parameterized by a moist convective adjustment scheme as

described by Manabe et al. (1965).

The computation of land surface temperature satisfies the
constraint of no surface heat storage. That is, the

contributions from net fluxes of solar and terrestrial radiation

and turbulent fluxes of sensible latent heat must balance

locally and continually. The albedo of snow-free surfaces is
determined according to Posey and Clapp (1964). When the

surface is covered by snow, the albedo is replaced by a

higher value, depending on surface temperature and snow

depth. For deep snow (water equivalent of at least 2 cm), the
surface albedo is set to 60 percent if the surface temperature

is below -10°C and 45 percent at 0°C with a linear

interpolation in between. When the water equivalent of the
snow depth is less than 2 cm, it is assumed that the albedo

decreases from the deep snow values to the albedo of the

underlying surface as a square root function of snow depth is

computed. The change in snow depth is computed as the
contribution of snowfall, sublimation, and snowmelt, which

is determined from the requirement of surface heat balance.

See Manabe (1969) for further details.

The budget of soil moisture is computed by the so-called

bucket method (Manabe 1969). Within the model, soil is

assumed to have the ability to contain 15 cm of liquid
water. When soil is not saturated with water, the ch,'mge of

soil moisture is predicted as the net contribution of rain

fall, evaporation, and snowmelt. If the soil moisture value

reaches the field capacity of 15 cm, the excess water is

regarded as runoff. The rate of evaporation from the soil
surface is determined as a function of the water content of

the "bucket" and potential evaporation (i.e., the

hypothetical evaporation rate from a completely wet

surface).

The basic structure of the oceanic component of the

model is similar to the model described by Bryan and Lewis

(1979). The primitive equations of motion are constructed

by use of Boussinesq, rigid-lid, and hydrostatic

approximations. Subgrid-scale motion is included as
turbulent viscosity or turbulent diffusion. Whenever the
vertical stratification in the model oceans is unstable, it is

assumed that the coefficient of vertical diffusion becomes

infinitely large, and the vertical gradients of both

temperature and salinity are removed. This process of
convective adjuslment, together with the large-scale sinking
of dense water, contributes to the formation of deep water in

the model oceans.

The finite difference mesh of the oceanic component of

the model has a spacing between grid points of 4.5 ° latitude

and 3.75 ° longitude. It has 12 levels for the finite

differencing in the vertical direction. The computational

resolution specified above is marginally adequate for

representing coastal currents, but cannot describe mesoscale
eddies.

Because of the coarse horizontal resolution of the model,

many features of bottom topography are only crudely

resolved. For example, the Mid-Atlantic Ridge of the model

is not as high above the sea floor as observed; also, Iceland

is eliminated. To computationally resolve the ocean currents

passing through the narrow Drake Passage, the meridional

span of the passage in the upper oceanic layers is expanded

to four grid intervals (i.e., 2,000 km). No attempt is made to
resolve the flow through the Strait of Gibraltar. Instead, the

water at the westernmost Mediterranean grid point is mixed

horizontally and completely with the water at the adjacent
Atlantic grid point to a depth of 1,350 m. No net flow is

permitted through the Bering Strait.

The prognostic system of sea ice is similar to the very

simple free drift model developed by Bryan (1969). The sea

ice moves freely with the surface ocean currents, provided
that its thickness is less than 4 m, but is stationary for higher

values. Following Broccoli and Manabe (1987), the albedo

of sea ice depends on surface temperature and ice thickness.
For thick sea ice (at least 1-m thick), the surface albedo is 80

percent if the surface temperature is below -10°C and 55
percent at 0°C, with a linear interpolation between these
values for intermediate temperatures. If the ice thickness is

less than 1 m, the albedo decreases with a square root
function of ice thickness from the thick ice values to the

albedo of the undedying water surface.

The atmospheric and oceanic components interact with

each other through exchanges of heat, water, and
momentum. The heat exchange is accomplished by the net

radiative flux and turbulent fluxes of sensible and latent

heat. The water (or ice) exchange consists of evaporation

(or sublimation), rainfall (or snowfall), and runoff from the
continents. The runoff flows in the direction of steepest

descent based on the specified topography. Glacier flow is

computed in a similar manner. To prevent indefinite

growth of an ice sheet through snow accumulation, it is
assumed that the water equivalent depth of snow does not

exceed 20 cm, and the excess snow also runs off by glacial

flow in the direction of the steepest descent and instantly

reaches the oceans. The ocean surface temperature and sea

ice predicted in the ocean are used as lower boundary
conditions for the atmosphere. Details of the heat,

moisture, and momentum exchange processes are also

given by Manabe (1969).
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The preceding paragraphs serve as ,an illustration of the

large number of assumptions and approximations that are

made to make the equations mathematically tractable, to

represent the large number of detailed processes in the

climate system, and to enable the numerical integration of

the coupled model within the constraints of present-
generation supercomputers. The model does not have an

interactive biosphere, other than the rough pararneterization
of soil moisture.

The atmosphere-ocean coupled model is not integrated
from scratch in coupled mode, because the ocean takes a

very long time to reach equilibrium. Thus, prior to coupling,

the atmospheric and ocean GCMs are independently

initialized and integrated to reach an equilibrium
approximating present climate conditions.

Starting from the initial condition of an isothermal and dry

atmosphere at rest, the atmospheric component of the model
is time-integrated over a period of 12 years, with the

seasonally and geographically varying observed sea surface

temperature and sea ice as a lower boundary condition. The
seasonally varying geographical distribution of sea ice
thickness is obtained from satellite observations of sea ice

concentration (Parkinson et at. 1987; Zwally et at. 1983).

During the last 10 years, the model attains a qu,x_i-steady

state in which its seasonal variation nearly repeats itself.
The atmosphere reached at the end of this integration is used

as the atmospheric part of the initial condition for the

integration of the coupled ocean-atmospheric model. The

average (last 10 annual cycles) distribution of surface

momentum flux is used as an upper boundary condition for

the oceanic leg of the preliminary initializing integration.

The oceanic component of the model is time-integrated

over 2,400 years. The surface temperature and salinity are

relaxed toward the observed values, which vary seasonally
and geographically. The relaxation time is chosen to be 50

days, which is short enough to prevent significant deviations
of the surface condition from the observed. The distribution

of surface flux of momentmn from the atmospheric leg of

the integration is also imposed. In this time integration, the
approach of the deeper layers of the model ocean toward the

state of equilibrium is accelerated as described by Bryan et
al. (1975) and Bryan (1984), thereby extending the effective

length of time integration to 34,000 years. Towa.rd the end

of this integration, there is little systematic u'end in the
temporal variation of the oceanic state. The oceanic state

reached at the end of the integration is used as the oceanic

part of the initial condition Ibr the time integration of the
coupled ocean-atmosphere model.

The next step in the process is to couple the atmosphere

and oceanic GCMs. This coupling is not necessarily a trivial

step because, even though both the model atmosphere and
ocean have reached equilibrium climate states for the

prescribed boundary conditions, the two models are not

necessarily in equilibrium with one another in terms of the
exchange of fluxes of heat, momentum, and moisture. Due

to model imperfections, the distribution of the surface fluxes

of heat and water obtained from the atmospheric GCM

integration with realistic sea surface temperature and sea ice
differ from the annual cycles of these fluxes, which are

needed to maintain the realistic condition in the ocean GCM

integrations. Flux adjustments are necessary to induce an

equilibrium between the two models. For the required flux

adjustments, the seasonal and geographical distributions of
net downward atmospheric fluxes of heat and moisture at the

oceanic surface are obtained by averaging over the last 10

annual cycles of the atmospheric leg of the initial

integration. Correspondingly, the seasonal and geographical
distributions of the surface fluxes of water and heat needed

to maintain the realistic distributions of imposed sea surface

temperature, surface salinity, and sea ice are computed from

the last 500 annual cycles of the ocean model integration.
These fluxes are used for the determination of flux

adjustments in the time integration of the ocean-atmosphere
coupled model.

To prevent a systematic drift of climate in the coupled

model and an unrealistic equilibrium state of the ocean (i.e.,
without flux corrections), the surface fluxes of water and

heat (but not of momentum) from the aunospheric

component of the model are modified by amounts equal to
the difference between the two sets of fluxes derived in the

preliminary integrations before they are imposed on the
oceanic component in coupled mode. Recall that even when

coupled, the primary manner in which the aunosphere

interacts with the ocean or the land surface is through the

computed or assumed flux terms at each integration time
step. The net ocean-surface flux before and after the

adjustment averaged over 100 years of the standard(S)

integration is shown in Figure 53. Averaged over the

surface, heat flux into the ocean is negative; it is near zero

after the adjustment. Thus without the correction, the
climate of the ocean would have been too cold. This cold

bias is attributed to the tendency of the cloud prediction

scheme to overestimate low cloud and underestimate high

cloud. The magnitude of the adjustment is particularly

larger (-40 W/m 2) in the Northern Hemisphere subtropics,
where the cloudiness is overestimated over the the oceans

and, accordingly, the surface absorption of solar radiation is

underestimated by the model. Although the flux adjustment

depends upon season and geographical location, it is
changed from one year to the next. The fact that the state of

the coupled model remains near quasi-equilibrium

conditions underscores its stability and, to some

immeasurable degree, its representativeness.
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Figure 53. The latitudinal profiles of net ocean-surface flw¢

before and after the adjustment in the S integration of the coupled

model. (a) Heat flux (Win'2), and (b) Water flux (m yr-1). The

flwces are zonal means over the ocean, averaged over the lO0.

year period of the integration. Source." Manabe et 02. 1991.

The ocean-atmosphere coupled model integrations were
done in this particular experiment under three CO 2

scenarios, as depicted in Figure 54. Each integration was for

a 100-year period with "S" denoting the integration with
constant (or stable) CO2, "G" denoting growth or increasing

CO 2, and "D" denoting decreasing CO 2. The "S"

integration of the coupled model should, on the average,
represent present climate. Figures 55, 56, and 57 of the

constant CO2 S integration shows that the geographical

distribution of annual, mean sea surface temperature, sea

surface salinity, and surface air temperature averaged over
the 100 model years reproduces the observed climate rather
well, providing credence to the coupled model.

Figure 58 shows a time series of deviations of annual
mean air temperature from the 100-year mean. This also is a
measure of the variability of climate in the coupled model.
Note that there are long-period fluctuations of above and
below "normal" temperature over periods from i0 to 15

years (e.g., Northern Hemisphere) to 30 to 40 years
(Southern Hemisphere). Shorter time scale fluctuations in
climate variability are also seen in other model experiments
and is observed in nature. The temperature anomalies are on
the order of +0.2°C and rotes of change of up to 0.4°C per 20

or 25 years. The experiment demonstrates that there is an
inherent variability of the coupled climate system on
relatively long time scales (i.e., 10 to 50 years). Interannual
variability is on the order of 0.2 to 0.4°C per 5 years. There

is no long-term climate trend in this integration.

The coupled model integrations (again for 100 years each)
for the increasing and decreasing scenarios of CO2

concentration are shown in Figure 59. At fast glance, the

response of the model is symmetric, implying internal
consistency. Figure 60 compares the response of the
coupled ocean-atmosphere model to a 1 percent per year
increase in CO 2 averaged over the 60th to the 80th year

(shown as a difference from the equilibrium integration) and
the corresponding equilibrium response to a doubling of

CO 2. The equilibrium response refers to the following:

Starting from the state reached at the end of the
preliminary integration, the atmospheric GCM
(only) is integrated for another 40 years, allowing
both the temperature and ice thickness of the
simplified mixed layer ocean to change
thermodynamically. The heat flux, determined
from the preliminary integration, is prescribed at

10112
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Figure 54. Schematic diagram of the G, S, and D integrations.
The abscissa denotes time in years and the ordinate is the

logarithm of the ratio of atmospheric carbon dioxide at time t to

its initial value. The period chosen for detailed analysis is

indicated by shading. Source: Manabe et al. 1991.
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Figure 56. Geographical distribution of
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(a) The simulated distribution of the
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of the S integration, and (b) the observed

distribution from Levitus (1982).

Source: Manabe et al. 1991.
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Figure 58. The temporal variations of area-averaged deviation

of annual-mean surface air temperature (*C) from the lO0-year
mean temperature produced by the S integration of the coupled

model for (a) globe, (b) Northern Hemisphere, and(c) Southern
Hemisphere. Source: Manabe et al. 1991.

Figure 5Z Geographical distribution of

annual-mean surface air temperature (K).
(a) The simulated distribution of the
temperature averaged over the lO0-year
period of the S inlegration of the coupled
model, and (b) the observed distribution

from Crutcher and Meserve (1970) and
Taljaard et al. (1969). The surface air
temperature of the model is the temperature

at the lowest finite difference level located

at -70 m above the surface.

Source: Manabe et al. 1991.

Figure 59. The temporal variation of the

differences in area-averaged, decadai-mean
surface air temperature (°C) between the

integrations (a) G and S, and (b) D and S.
Solid, dashed, and dotted lines indicate the

differences over the globe, and Northern

and Southern Hemispheres, respectively.

Source: Manabe et al. 1991.
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the bottom of the

mixed layer and a
function of season

as geography. This
heat flux

prescription

prevented any
systematic

(spurious) drift in
the model, and the
sea surface

temperature and sea
ice thickness did

not deviate from the

observed

climatology. This

integration with

constant CO 2 is

termed the "ES

integration."

• Equilibrium

integrations were
conducted with the

same partially
coupled model (i.e.,

with only a

simplified mixed

layer ocean model)

with an artificially

imposed 2 x CO 2

and 0.5 x CO 2

concentration. The

very same "heat

flux" prescribed at
the bottom of the

mixed layer in the
standard

(climatology
simulation)

integration was

prescribed in these

integrations also.

These integrations
are termed "E2X"

and "EX/2,"

respectively.

From Figure 60, it is clear

that there are significant
differences between the

transient (fully coupled

model) response and the

equilibrium 2 x CO 2 (E2X)

I
120E 180 120W 60W 60E 120E

90N .........:::..............._ _ ..... .. . ............

60

0 Q5 ---

30 + 0 +_

6O

120E 180 120W 60W 0 60E 120 E

6O

30

3O

6O

90S
120E

Figure 60. (a) The transient response of the surface air temperature of the coupled ocean-

atmosphere model to the 1percent per year increase of atmospheric carbon dioxide. The response
(*C) is the difference between the 20-year (60th to 80th year) mean surface air temperature from the

G integration and lO0-year mean temperature from the S integration. (b) The equilibrium response
of surface air temperature to the doubling of atmospheric carbon dioxide. The response is the

difference between the two lO-year mean states of the E2X and ES integrations. (c) The ratio of the
transient to equilibrium responses. Source: Manabe et al. 1991.
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model response. Particul_u'ly obvious are the much larger

warming temperature anomalies in the mid- and high-

latitude responses in the 2 x CO 2 equilibrium clhnate

compared with the transient (fully coupled model) response.
The differences are particularly dramatic over the Antarctic

region. The ratios in Figure 60 would have been much more
startling had they been inversed by the authors. The smaller

warming over both oceanic and land areas is speculated to be
on account of the time delay caused by the large effective

thermal inertia of the oceans.

Figure 61 compares the penetration depths (in the ocean)

of temperature anomalies between the CO 2 growth

experiment and the CO 2 decrease experiments. The

vertical spreading of positive and negative anomalies of

oceanic temperature are reflected in the computation of the

effective penetration depth of the positive and negative

anomalies (Manabe et al.

199I). From Figure 60,
there is a substantial

difference in the penetration

depth of the positive and

negative anomalies

corresponding to the CO 2

increasing and decreasing

experiments. The latter is

usually larger in high
latitudes. The difference in

penetration depth is
attributable to opposing

changes in the static

stability of the upper layer
of the model ocean.

Because of the difference in

the penetration depth of the
thermal anomaly, the
effective thermal inertia of

the ocean is much larger in

the CO 2 reduction than the

CO 2 growth experiment.

Thus, the coupled system

response to thermal forcing
anomalies is nonlinear and

nonsymmetric.

Also note that without

the flux adjustments the
climate of the model system

would have been too cold.

This cold bias is

attributable to the tendency

of the cloud prediction

scheme in the model toward overestimating low cloud and

underestimating high cloud. The magnitude of the

adjustment is particularly large even in the subtropics (refer

back to Figure 53); when the total cloudiness is
overestimated over the oceans, the surface absorption of

solar energy is underestimated by the model. Concerning
water flux, a disturbingly high adjustment is required in

high regions of the Northern Hemisphere. Such a large

adjustment is needed partly because the present

atmospheric model with relatively low computational
resolution tends to overestimate the poleward atmospheric

transport of moisture and, accordingly, the excess of

precipitation over evaporation in high latitudes. It may
also be attributable to the inability of a low-resolution

ocean model with high subgrid-scale diffusions to bring

sufficiently saline water to the northern North Atlantic
where the sinking branch of the thermohaline circulation is

located.

Figure 61. The geographical distributions of penetration depth of(a) the positive anomaly of oceanic
temperature in the CO 2 growth experiment, and (b) the negative anomaly of ternperature in the CO 2

reduction experiment. Source: Manabe et at. 1991.
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Conclusions/Recommendations (for all of Section 4). The

NMC model loses much of its skill in predicting low-
frequency modes in the tropics at lead times longer than 10

days; however, during periods of strong tropical lSOs, error

growth for the tropical as well as extmtropical low-

frequency modes are considerably reduced.

For the prediction of day-to-day weather, the growth of

initial error is an important consideration. For seasonal

mean prediction, the initial error growth rate is not

important, but the saturation value of the error is. For

seasonal and interannual predictability, the distinction

between the tropics and the extratropics becomes very

important. The tropical mean atmospheric circulation is
strongly linked with the lower boundary condition,

especially sea surface temperature and soil moisture. The

predictability of seasonal and interannual variability resides

in the initial conditions of the ocean. Observations show a

large correlation between global SST and atmospheric

circulation, and classical predictability studies show
potential for extended-range predictability. What is not

known is how much of the potential is actually realizable.

High-quality global data sets are essential for the evaluation

of the performance of global moclels. Although global

models capture many of the gross features of the Earth

system, they often lack detailed depictions or fail to predict

the observed variability. Such problems contribute to

speculation about the model's ability to predict climate
change due to human-induced or natural causes. At NASA's

Marshall Space Flight Center, the strategy is to employ a
hierarchy of physical models (from complex numerical

models to simple laboratory models) on a variety of

temporal and spatial scales in conjunction with global data

sets generated fronz space-based measurements. Model runs

will be compared with the data sets to identify model

weaknesses and to develop requirements for new
observations.

During the past decade, with low-resolution nwdels and

simplified ocean, sea ice, hydrology, and biospheric effects,

scientists began to explore the myriad interactions of the

climztte yystem, albeit with limited success. In spite of
difficulties, climate models have simulated the annual cycles

of basic temperature, moisture, wind, and precipitation

distributions. Although significant differences still exist
between models and observations, several international

comparison studies are now underway to understand these

differences. Additional observational data will ultimately be

required to decrease reliance on partially artificial methods

of parameterization of complex processes.

Coupled models (e.g., atmosphere-ocean) are not simply the

sum of component parts; they are distinct and separate

ent#ies. There are serious and unresolved questions about
how coupled models should be initialized. The nature and

ultimate limit of climate predictability is also unknown and
needs to be addressed.

As we consider more and mare complex coupled models to

simulate the Earth system, we must remain aware of several

key elements of coupled madeling: 1) Feedbacks that are

not present in uncoupled models may act to destabilize the

system when coupling is included," 2) wholly new modes of

variability may arise that can only exist in coupled systems

(e.g., ENSO); 3) model errors couple (and may be unstable)
as well as model physics; and 4) details often matter, and

measures of "success" in uncoupled simulations may not be
appropriate predictors of success in coupled models. As the

time scales of interest extend beyond the interannuai, it

becomes necessary to improve the prediction of changes in

the deeper layers of the ocean, including the thermohaline

circulation and its variability. This requires the prediction

of high-latitude, freshwater fluxes (i.e., evaporation,

precip#ation, sea ice processes, and river runoff9, which

involves all components of the physical system.

Making seasonal and longer forecasts depends on the ability

to accurately predict the evolution of the SST fields. This

requires that the fluxes of heat and momentum produced by

the atmospheric model be tuned to eliminate climate dr_
and climate "crash." The latter occurs when stresses

produced by the coupled model, especially in the equatorial
zone, cannot balance the pressure gradients present in the

ocean initial fields. The results are ubiquitous El Nitros. To

date, most atmospheric models produce stresses that are too

weak in the equatorial zone--hence a serious obstacle to

seasonal forecasting. The strength of the atmaspheric

stresses in the tropics depends strongly on properly

representing the interactions between the SST field and the

thermally driven atmospheric circulations. Improvements

are required for accurately modeling atmospheric deep

convection and boundary layer processes, including

radiation, clouds, and the vertical transfers of heat and

moisture away from the convective zone. For such tunings,
ground truth on tropical rainfall is vital

Northern hemispheric data records show two types of low-
frequency variability. One is concentrated in low latitudes

and penetrates very high in the atmosphere, namely the El

Nitro with a period of 3 to 5 years. The other variability is

polar-amplified, has its greatest amplitude near the Earth's

surface, and has a period of 20 to 60years. Familiar climate

events associated with this are the warming of the entire

Northern Hemisphere during the I930s and the abrupt return

to much cooler conditions in the 1960s. An abrupt cooling

episode also seems to have taken place around 1910. The

type of nugdel needed to study very low-frequency air-sea

8"1
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interaction (amplified at high latitudes) is very different from

the type of models required for El Ni_o. The SST anomaly

pattern [i.e., the difference between the average for the coM

of 1965 to 1986 and the warmth of 1951 to 1962 (Kushnir
1991] has a nuTximum amplitude in a region of deep
wintertime convection in the Labrador Sea, south of

Greenland. Insignificant amplitudes exist in the tropics. A

very simple model wouM allow only a local response of the

ocean. Much deeper penetration would be allowed in polar

and subpolar ocean regions where deep overturning

normally takes place. Heat storage in the upper ocean

allows for very great amplification of low-frequency forcing

by the atmosphere, conforming to Hasselmann' s (1974)
climate model. Another type of model is required, if

nonlocal response takes place associated with changes in
ocean circulation. The GFDL control run has been

extended for 200 years, showing variability of the coupled

system with an average period of about 40 years with
maximum SST anomalies in the northwestern Atlantic.

Simulated variations in the intensity of the North Atlantic

thermoclinal conveyor belt are only -5 percent.

There are several key questions that may be raised with

regard to Earth system modeling and prediction: Is climate

prediction on decadal time scales possible ? Is ocean
modeling a more crucial problem for the future than

atmospheric modeling ? To what extent can we improve

climate simulations simply by increasing resolution, and
how much resolution is enough ? Do spectral models tutve a

future in climate modeling ?

It would be necessary to improve mz)dels so that in

clinuttological runs there is no net heat flux into the ocean

from the atmosphere and no net heat flux into the abyss in
ocean models.

There is as yet no established theoretical basis for climate

system or Earth system predictions. Models work with

primitive equations, making forecasts with various
numerical techniques. The deterministic limit for weather

forecasting is a couple of weeks. The reason that the limit
exists is not because of the complicated physical processes

that are inadequately modeled, but rather the nonlinear

nature of the equations. Even though we know that detailed

weather cannot be predicted, we go ahead and use these

models to predict climate. This has not been proven valid

Even if the current state-of-the-art models were to give
climate statistics that resemble the atmosphere (and even

this is arguable), since the tnodels are tuned to the present

climate, how can we justify their use in predicting climate

change? The question is whether climate itself(not just
weather) couM be chaotic and inherently unpredictable.

More research is needed in comparing numerical

predictions of highly nonlinear fluM systems with the
behavior of actual physical analog laboratory models.

One-dimensional radiative-convective equilibrium (RCE)

models include only vertical transport by radiation and
small-scale convection, and neglect (vertical and horizontal)

heat transport by large-scale dynamics. Because of this,

they are valid for global climate simulations but not

appropriate for regional simulations.

Obviously, climate system sensitivity is a major issue. The

sensitivity of climate (both modeled and the real worM)
needs to be gauged--for example, by temperature change in

response to changes in forcings and feedbacks. Model
intercomparisons show that the major differences between

model simulations of 2 x CO 2 climates are primarily due to

differences in the parameterizations and treatment of cloud

and convection processes.

The next steps in the further development of coupled models

wouM entail the following: 1) An interactive biosphere

(vegetation), 2) an eddy-resolving ocean model, 3) more

complex treatment of radiative physics and chemistry, 4)

#nproved cloud parameterization and cloud radiation

physics, and 5) the inclusion of aerosols and their effect in
the climate model.
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5. The Validation and

Intercomparison of
Models

Even if a model simulates the present global system and
compares well with other models, there is no absolute

guarantee that a prediction using the same model is reliable.

Predictions will need to be validat_ separately with
observational data before one may feel confident about a

model's ability to handle the physics and interactions of

global change. Generally, validation should refer

exclusively to comp,'u-isons with observational evidence;

however, model-to-model inlercomparisons are also being
u_d as indirect validation, because the reliability of current

observational data is in itself somewhat questionable.

The validation of climate system models is an immense

_sk, party because several components and processes of the
total Earth system are not explicitly modeled. There are four
basic methods of validation:

• Compare model(s)/simulations of present climate

with observed climatology
• Compare the simulation of climate obtained from

different climate models, highlighting areas of
uncertainty in model physics and par,'uneterization

• Compare model(s)-produced climate with altered

boundary or other (e.g., solar) forcing with

observational evidence (e.g., paleoclimatic
information)

• Compare the climate sensitivity of various models

to an imposed altered forcing or boundary state
such as 2 x GHG, +2°C (AT), ,and so on; the

response of a model to such ,an imposed change
would depend on how various processes are
paramctcrized ,as well as how various feedb,_ks are

handled by the model (e.g., water vapor or cloud).

All of the above require that comparisons be made using
not only basic state variables such as temperature, wind, and
precipitation, but also more complex parameters such as

radiation fluxes, soil moisture, momentum fluxes, and

sensible and latent heat fluxes. These variables indicate how

well the model handles, among others, the hydrological
cycle and radiation balance and the interactions between

such components of the climate system as atmosphere-land
surface/vegetation, atmosphere-ocean, and ocean-sea ice.

Several investigations have attempted to compare the
simulation of present climate by different models and with

observed climatology. Even comparisons with observed

climate presents some difficulty since global climate
statistics are not well-known for a number of basic

climatological parameters such as soil moisture and cloud

amount and distribution, precipitation and evaporation, sea-
ice thickness, and especially fluxes and stresses that connect

the atmosphere to the ocean and the land. Techniques of

verification are not particularly well-developed and must
include appropriate statistical measures that take into

account the natural variability of the climate system and the
uncertainities in the "observation-based" climate statistics

(G.J. Boer et al. 1991).

A th'st-order comparison frequently applied is to compare
mean (i.e., long-term) zonally averaged values of a selection

of parameters (e.g., pressure, temperature, and precipitation)
with that observed for summer (June, July, August) and

winter (December, January, February). Comparisons are

usually made of the geographical distribution of the same

variables in order to identify regional differences. Figures

62 through 66 show the zonally averaged climate simulated

by a selection of global general circulation models, with the

parameters being pressure, temperature, precipitation, upper

level winds, and soil moisture, respectively. The models
used for this comparison are identified in Table 4. Most

models depict the latitudinal distribution of these variables

reasonably well, possibly with the exception of soil
moisture. Figure 66 shows model weaknesses for soil

moisture--a more complex variable that involves

temperature, evaporation, precipitation (therefore clouds),

and the pammeterization of soil water/moisture budget. This
also points to deficiencies in the hydrological cycle in

models. Regional differences in this parameter (as with
precipitation) are substantial between models.

G.J. Boer et al. (1991) reached the following conclusions

when comparing 14 atmospheric general circulation models

(AGCMs). (a) The simulated temperature of the atmosphere

is too cold on average, especially in the polar upper

troposphere and tropical lower troposphere. This deficiency
is found in all models despite differences in numerics,

resolution, and physics; such common model deficiencies

are termed "systematic," "tenacious," "insensitive,"

"universal," or "essential." It is conjectured that all models

are misrepresenting or even omitting some mechanism

which results in this deficiency. Co)Zonal wind structures

are closely connected to temperature structures but represent
additional information concerning gradients. Deficiencies in

zonal winds are those that would be expected from

temperature deficiencies; zonal wind maxima that are shifted

or that extend upward are notable common features. There

is some evidence of increasing zonal winds with increasing

resolution. (c) The distribution of mean sea-level pressure is
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asensitiveindicatorofthe
dynamicalandthermodynamic,'d
behaviorofthemodel.Therehas
beenaclearimprovementinthe
simulationofthisfieldinmore
recentmodels,mostofwhich
havehigherhorizontalresolution.
Thenatureandexplanationfor
thisimprovement--includingthe
parameterizationofapreviously
omittedphysicalprocess(i.e.,
gravity-wavedrag)--indicates
howdifficultit istounderstand
theintertwinedeffectsofmodel
formulationonsimulatedclimate.
(d)Characteristicdeficiencies
remaininthesimulationsof
precipitation--animportant
variablelinkingthemoisture,
thermodynamic,anddynamic
equations.

Validatingthepredictiveskills
ofglobalmodelsisnoteasy.For
thesakeofsimplicity,emphasis
hasbeenplaced(inmodel
experimentsandintercomparisons)
inglobal-meanquantities,andthe
interpretationofclimatechangeas
atwo-stageprocess--forcingand
response.Thishasproveduseful
ininterpretingclimatefeedback
mechanismsingeneralcirculation
models.Themostextensive
intercomparisonstudiescarriedout
recentlyhavebeenofmodel
climateresponsestoadoublingof
equivalentCO2ortheresponsesto
animposedchangeinsurface
temperature.Table4summarizes
theresultsfrom22mixed-layer
ocean-atmospheremodelsusedin
equilibrium2xCO2experiments
(Houghtonetal.1990).The
changeinglobalaveragesurface
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Figure 62. Zonally averaged sea-level pressure (hPa) from observations (Schutz and Gates
1971 and 1972) and models." (a) December-January-February, and (b) June-July-August.

Source: IPCC 1990.

temperature varies from 1.9 to
5.2°C, which reflects the different climate sensitivities of the

models. The corresponding change in global average

precipitation varies from 3 to 15 percent. Cess et al. (1989)
defined climate sensitivity as the ratio of the change in surface

temperature to the change in the net radiative forcing change

at the top of the atmosphere (TOA).

The definition of radiative forcing requires some

interpretation. Strictly speaking, it is defined as the change in
net downward radiative flux at the tropopause so that, for an

instantaneous doubling of CO 2, an --4 Wkn 2 constitutes the

radiative heating of the surface-troposphere system (IPCC

1990). If the stratosphere is allowed to respond to this forcing,
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Figure 63. Zonally averaged surface air temperatures (K) for various models and as observed
(Schutz and Gates 1971 and 1972)." (a) December-January-February, and (b) June-July-

August. Source." IPCC1990.

while the climate parameters are fixed for the surface-

troposphere system, then this 4 W/m 2 flux change also

applies at TOA. A doubling of atmospheric CO 2 serves to

illustrate the use of X to evaluate feedback mechanisms.

Averaged over the year and over the globe there are 340

W/m 2 of incident solar radiation at the TOA. Of this,

roughly 30 percent (-100 W/m 2)

is reflected by the surface-

atmosphere system. Thus, the

climate system absorbs -240

W/m 2 of solar radiation, so that

under equilibrium conditions it

must emit 240 W/m 2 of infrared

radiation. The CO 2 radiative

forcing constitutes a reduction in
the emitted infrared radiation,

since this 4 W/m 2 forcing

represents a heating of the climate

system. The CO 2 doubling results

in the climate system absorbing 4

W/m 2 more energy than it emits,

and global warming occurs so as
to increase the emitted radiation in

order to reestablish the Earth's

radiation balance. In the absence
of climate feedback mechanisms

AF/ATs = 3.3 W/m'2k "1 while

AS/ATs = 0 so that _. = 0.3K

m2W "1 (Cess et al. 1989). In

turn, it follows that ATs = 2Lx SQ

= 1.2°C. If it were not for the

numerous interactive feedback

mechanisms, ATs = 1.2°C would

be quite a robust global mean

quantity.

Cess et al. (1989 and 1990) also

investigated the response of a

large fraction of the world's

atmospheric GCMs to prescribed

changes in sea surface

temperature distribution. Two
runs were made with each
model---one with SSTs reduced

by an arbitrary and geographically
uniform 2K from the observed

climatological July SSTs, and a

second with SSTs arbitrarily

increased by 2K from their

climatological values. Other input data used in both of the

runs conformed with observed July conditions.

Results were analyzed to determine the "global sensitivity"

of the various models, defined as the ratio of the change of

the globally averaged surface air temperature to that of the
globally averaged net radiation at TOA. Global sensitivities
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Source: IPCC 1990.

ranged over a factor of 3. Further analysis showed that nearly
all of this variation among models could be accounted for by
differences in their simulated cloud feedback.

Table 5 compares a sensitivity parameter (X) defined by 1

(AFATs - AQ/ATs) for five classes of models. The overall _,

for the models shows a variation
between 0.39 and 1.11. When X is

computed for clear-sky regions
only, the range is much less
(between 0.42 to 0.49). Table 5
indicates that most of the
differences between models are

due to cloud processes.

Conclusions�Recommendations.

Several global climate models
appear to simulate present
climatology reasonably, but they
seem to have the wrong sensitivity

to climate change. The
parameterization of physical
processes can be made to
reproduce present climates with
appropriate tuning, but they are
not necessarily correct for
climate change.

Paleoclimatic experiments are
needed to validate climate models,

especially climate sensit&ity. For
example, the analysis ofpaleo
data shows that the low-latitude

temperature change between the
last ice age (18,000 years ago)
and the present was not very
much; a 1-kin ice and pollen lines
descent represents a change of
about 5°C. Models do not

reproduce such observed data.
Solar insulation variations have

produced 4°C cooling at high
latitudes. During previous
warmer climates (e.g., Mesozoic
and Tertiary periods), there was
very strong warming at high
latitudes, with very little at the

tropics. 2 x CO2 cannot produce

the temperature gradients needed
to increase oceanic heat transport.
No climate model can produce the
strong heating at high latitudes

with CO2 heating alone.

Presently available high-quality global data sets (MSU and

others from GOES, Nimbus, radar, lidar, etc.)and the
output of high-resolution mesoscale models should be used
to validate the accuracy of global models, including

variability.
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Figure 66, Zonally averaged soil

moisture (cm) for land points as

estimated by Mintz and Serafini (1989)

for July and as modeled for June-July-

August.
Source: IPCC 1990.
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Table 5. Sensitivity Parameter Intercomparison
Atmospheric Feedback Processes

Model ClearSky Global
I 0.42 0.39

II 0.46 0.50

III 0.41t 0.52

IV 0.49 0.76

V 0.47 l.ll

_.= I- (_:/_Ts - AQ/ATs)

Note:X ---0.3 intheabsenceofwatervaporandlapseratefeedbacks

Long-term continuity in observing systems is important for

global system monitoring and, more importantly, model

validation. There are serious questions about whether the
present global observing system can be maintained into the

1990s. International data may be at risk due to
commercialization.

Model intercomparisons am/comparisons with observations

show that cloud sensitivity varies widely in models in

response to 2 x CO 2. Also, most model studies use flux

corrections to keep clirmttologicalIy stable runs. Studies are

needed to investigate what is going on in the models; model
diagnostics as well as data diagnostics are needed A strong

emphasis on satellite data analysis shouM be continued

Comparisons with the SiB model parameterization of land

surface and vegetation processes, with observations in the

Amazon, show substantial differences in the surface energy

budget and fluxes. This points to the need for better tuning

process models, and improving parameterizations with

actual observations. It is insufficient to tune

parameterizations in terms of their impact on the overall

performance of a global model. Process-by-process
verification is required to improve the physical basis of

parameterizations.

International Satellite Cloud Climatology Project (ISCCP),

Earth Radiation Budget Experiment (ERBE), and Earth

Observing System (EOS) data are good for model

evaluation, but not necessarily for model formulation.

More ground truth experiments such as the First ISCCP

Regional Experiment (FIRE) and First ISLSCP Field

Experiment (FIFE) are required to understand processes
better.

Models show substantial differences in cloud sensitivity and

cloud forcing in response to 2 x CO 2 (e.g., the UK model).

Plug-compatible software designs are required to effectively

carry out model intercomparisons and the sensitivity of

global models to different parameterization schemes. It is

important to know how the same global model performs with

different physics packages to isolate specific processes.

Experiments such as those studying Amazon deforestation
are model-dependent. Surface classification and change is a

weak link in atmosphere-land surface nvodels.

Atmosphere-ocean interaction heat fluxes are essentially
unobservable and not known to better than about 40 to 50

W/m 2. B is better to concentrate on SST and surface winds.
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6. The Use of Global

System Models (and

Predictions) in Impact

Assessments and

Policy Guidance
Making policy decisions is an extremely complicated

process, integrating both qualitative ,and quantitative

information from a variety of sources and concerning a

broad range of natural, social, technological, and economic

phenomena. Modeling such a process is impossible if taken

in its totality, and predicting the future (especially in the long
term) absolute state of the system is equally impossible.

However, a large number of tools are currently available

from which policy guidance information can be derived.

These tools include models of the physical components of

the total physical, biological, socia.l-economic global system

and various empirical and analytical methods to monitor and

quantify social and economic processes.

Throughout the history of civilization, climate and climate

change have often been among the predominant factors

determining the success or failure of species (be it plant or
animal) and human social and economic structures.

Currently, a major point of concern is the potential for rather

rapid global climate change on account of human activity

(e.g., GHG emissions, land use changes, deforestation,
emissions of tropospheric aerosols and toxic chemicals).

Until more complete global Earth system models are
developed, it is convenient to begin with the climate system

and use models of this system to provide guidance to

policymakers. Of course, a variety of assumptions would

need to be made: 1) Several processes are not or cannot yet

be modeled; 2) several changes are perhaps inherently

unpredictable (e.g., political turbulence); and 3) there could

be significant uncertainties and inaccuracies regarding the

specification of boundary conditions to both the physical

system and to social and economic processes. Thus, even

assuming a perfect physical system model, the best that can

be done pragmatically is to obtain a set of future scenarios

and policy options. This set of predictors would need to be
updated periodically to "steer" the system along some

chosen equilibrium path. The desired equilibrium path for

country A may not, and usually is not, the same as that

which may be chosen by country B. The details of
international interactions are beyond the scope of this report.

The interaction between global models, effect/impact

assessments, and policy options has been simplified in

Figure 67 (Unninayar 1992). The process depicted is not

AC
Imposed

Social/Technol(_
Economic

©

Policy

9O

Figure 67. The interaction between global models, impact _t_sessments, and policy options. Source." Unninayar 1992.
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linear, in that there are feedback loops (represented by

dashed lines) that render the system interactive and,

conceivably, interactive in possibly unknown ways.
Currently, it is customary to ignore some of the feedbacks

involved, in order to simplify the problem. From all sections

in this report, it should be clear that even simplified systems
are enormously complex. For ex,'unple, while climate

system models are getting increasingly sophisticated with

parameterized interactions between the atmosphere and the

land surface and biosphere, the biosphere is not a

dynamically changing entity. That is, if the climate change
prediction resulting from enhanced GHGs suggests that

region X would dry out and receive zero rainfall, the existing

vegetation (biosphere) does not change automatically in the

model. The land surface, vegetation cover and type, and so

on---even in the best available (and most complicated)

models--are specified ,asboundary conditions. At best,
present parameterizations approximate the interaction and

exchanges of moisture, heat, and momentum with the

atmosphere. Similarly, soil would be fixed, thus no erosion

or sediment transport would take place. These "dynamic"

interactions are required to obtain more complete Earth

system models, and that certainly is the ultimate objective of
the Global Change Research Program. But for the present,

these long time-scale processes could be handled through
clever engineering approximations that breakdown
processes, as follows:

1) Use the best available global system model(s) to

provide a prediction or a set of future global

change scenarios, time-integrated within specified
constraints on forcings and boundary conditions.

The model would essentially determine the

response of the system to a chosen and imposed

change (AC). These predictions would generally
be of large-scale features at horizontal resolutions

of 200 to 300 km, even though 50-km resolutions
are conceivable in the near future.

2) Make a series of "effect" assessments

quantitatively (e.g., sea level and any other
parameter not explicitly computed within the

model). Assumptions would have to be made on,

for example, the subgrid-scale distribution of

temperature and precipitation and other system
state variables, including fluxes of radiation, heat,

moisture, and momentum. In principle, very high-
resolution nested grid models could be run at a

selection of representative subregions around the
globe, using boundary conditions obtained from

the global system model.

3) Derive a series of"impact" assessments

(quantitatively) on, for example, vegetation

productivity, crop-by-crop productivity, coastal
zone loss, soil erosion, nutrient loss, and loss of

habitat. Empirical or empirical-dynamical
subcomponent models will need to be used for
these calculations.

4) Translate the impacts obtained in approximation

#3 into social and economic terms, using input
information from existing technological and
economic systems. International considerations

such as the impact on import and export of food

and energy should also be computed.

5) Deduce a first-guess policy action plan tentatively

based on the cost and existing technological
practice. This should then be refined to obtain a

set of policy options that would make AC = 0 or

acceptably small (i.e., AC < E) through several

iterations that juggle possible changes to

technology, social practice, land use, energy

consumption efficiency, and the cost of doing so
simultaneously or gradually over an assumed time

period in which costs may also be "discounted."

6) Check to asceaain whether there are policy

options that affect "impact" parameters or the
boundary conditions specified in the model used

(see Figure 67). If so, the climate model would

need to run again to ascertain if the policy decision
leads to a stable equilibrium and desirable result.

7) Reintegrate the global model after the

determination of effect and impact parameters that

alter initial conditions, boundary conditions,

forcing functions, or feedbacks applicable to the

global system model. Go through steps #1

through #7 repeatedly until a convergent solution
is obtained.

In theory, the feedback loop connecting "A" and "B"
functional modules in Figure 67 needs to be exercised until

equilibrium is attained. This could be very time-consuming

and costly in terms of computer resources, since each global
prediction experiment (particularly with an interactive

ocean) may require a model integration of 100 or more years

for the system to attain a stable state. Although this may not
be practical, at the very least sensitivity studies would need

to be carried out to ascertain the validity of a strictly linear

single pass through the schematic in Figure 67.

As global system models advance, various components of
"B" would get incorporated into "A"--that is, into the

primary global model. This is likely, particularly with
increasing GCM spatial resolution. However, the drastic

increase in resolution that is required to do this would

require a major reexamination of most, if not all, subgrid-

scale parameterization schemes and equations. It cannot be
assumed arbitrarily that the same parameterizations are

physically relevant or, indeed, valid at all at substantially
increased horizontal and vertical resolutions.

9"tl



I

I II II1|

It should be noted that whenever there are changes due to

natural (e.g., forcings) or anthropogenic causes, the changes'
effect on the model climate system must be reevaluated. In

other words, changes in forcings, feedbacks, and prescribed

boundary conditions could all be similar to the effect of the

imposition of a particular AC initial condition prescription.

This section does not, by design, deal with the actual

policy option scenarios that are currently being considered
for the adaptation, mitigation, or prevention of climate

change that could occur as a result of increasing emissions of

GIIGs (e.g., the options considered at the Intergovemmental
Panel on Climate Change in 1990, and the United Nations

Earth Summit in Rio de Janeiro in 1992). The IPCC

exercise represents, perhaps for the first time, the exercise of
the schematic in Figure 67--a simple, linear, forward

sequence, with no feedbacks considered. Thus, it should be
clear that the entire operation must be repeated; however, the

next time it would be easier. The objective of course should

be for each country (and the world) to systematically and

operationally implement the "A, B, C" process so that policy
is made with due consideration of all relevant and science

guidance.

A country or government may opt to disregard the

guidance received from the system for one reason or another,
but such a decision should be made with the full cognizance

of potential impact, be it good or bad. The day-to-day

running of political systems is not necessarily affected by the

process suggested here on account of the short time scales
involved and their erratic nature (even the 4- to 6-year

election cycle is relatively short). But in the long term,

strategic global system management should be based on

something substantive.

Conclusions�Recommendations. Until complete global

Earth system models are available with interactive

subsystems and components, some caution shouM be

exercised in the interpretation and application of long-term

predictions obtained from global models. Even "complete"

global system model predictions would contain inherent
uncertainties and errors caused by the approximations used

in handling nonlinearities, the parameterization of physical

processes, and the specification of initial and boundary
conditions. Nevertheless, global models are valuable

research and experimental tools to quantify the response of

the system to natural or anthropogenically induced change.

Quantifying the uncertainties in predictions can be done

through a combination of model intercomparisons and

model experiments; however, an absolute evaluation would

require long-term global observations in order to validate

the results of the models.

Until perfect global models and perfect global observations
are available, global models can be used effectively to

provide medium-term policy guidance, ira systematic
sequential process is followed based on a full understanding

of the limitations of the global model being used. Such a

process has been suggested in this section. That is, the
predictions obtained from global system models could be
used to obtain assessments of impact on subcomponents that

are not explicitly and interactively included in the model as

a first step. Typically, the prediction would consist of the

response of the model to prescribed "forced" changes, such

as those anticipated from GHG concentrations,

deforestation, solar radiation, and so on. The next step
would be to evaluate the cost of such impact and the policy

actions necessary to stop, adapt to, or stretch over time the

projected change, if it is deemed significant.

To use global models as a guidance tool for predictions of

the natural system and for policy-planning purposes, it

wouM be crucial to run, in parallel, global observing

systems to regularly update information on the state of the

global system. This is particularly true of parameters
specified as initial or boundary conditions in the model as

well as physical constituents such as atmospheric trace gas

and aerosol type, concentration, and global three-

dimensional distribution.
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7. Data Analysis and
Assimilation

Requirements
Comprehensive model-based data assimilation systems are

developed to prepare consistent four-dimensional
descriptions of the global system in terms of gridded or

spectral fields of all the variables and par,'uncters required for

diagnostic analysis, research, process studies, the

initialization of models, and the validation of global

prediction experiments. These data sets need to be generated

for the atmosphere, the oce,ans and land surface/biosphere,

the cryosphere, ,and the geosphere. A more advanced use for

such data sets involves the visual depiction of four-

dimensional global system processes, using animation

techniques developed on supercomputers (e.g., at the Illinois
Supercomputer Center). Some are of the opinion that, until

all modeled global processes are visually depicted (using

animation techniques) and compared with observations of the

actual physical global system, research into improved

pararneterization schemes would progress slowly. That is,
until such visualization methods are available, it would be

required geophysical parameters. Data assimilation models

also incorporate satellite measurements into the data

initialization/model forecast cycle.

A good example of how a comprehensive model can be

used to obtain continuous global fields when the actual
observations are sparse is depicted in Figures 68 and 69

(Bengtsson and Shukla 1988), which illustrate a region in

tropical Africa. The model used a fast-guess field from the

forecast cycle before ingesting new observations. The fiast-

guess field is shown in Figure 69. Without such a first

guess, there would have been no means by which the central

and western parts of Africa could have been analyzed. Of

course, climatology could have been used for a last-guess

field, but on any one specific day it is unlikely that

climatology would have provided as good an analysis.

As models for data assimilation analysis and prediction

improve, they could introduce spurious interannual

variability that may be difficult to distinguish from natural

variability (Sardeshunnkh and Halkine 1978). This may be a

continuing problem, but at the moment it is felt that present

GCMs are sufficiently comprehensive to be used in

assimilation mode for a substantive data reanalysis of the

past 20 or 30 years, in order to produce a consistent,

very difficult to grasp the details of what the

models are doing correctly or incorrectly.

At present, model-based data sets of

atmospheric circulation ,'we a byproduct of

the daily requirements of producing initial

conditions for numerical weather prediction
(NWP) models. These data sets have been

widely used for studying fundamental

dynamic and physical processes, and for

describing the general nature of the

circulation of the atmosphere. However,
due to limitations in early data assimilation

systems ,and inconsistencies caused by

numerous model changes, the available

model-based global data sets may not be

suitable for studying global climate change

(Bengtsson and Shukla 1988).

Evolutionary changes are essential to

improve model performance, but they also
cause problems with continuity of data time

series. Time continuity issues are not

crucial for operational atmospheric or

oceanic short-term models, but they pose

special problems for climate research. The

same applies for satellite data retrieval

algoritluns that transtbrm the satellite

sensor-measured specta-al radiance into the
Figure 68. Surface observasions for 12 UTC, 29 August 1985.

Source: Bulletin of the American Meteorological Society 1988.
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Figure 69. (Left) ECMWF analysis for 12 UTC, 29August 1985, and (Right) 24-hour forecast from initial condition of same date.
Source." Bulletin of the American Meteorological Society 1988.

temporally and spatially homogeneous data set for research.

There may be a need to carry out such reanalysis projects

every 10 to 15 years as models improve. The above
concepts, which draw from atmospheric science, apply even

more to oceanography. The oceanic observing network of

ships, buoys, and so forth are sparse, and the problem is

compounded by the relatively small space scales of the
energetic ocean eddies. A high-resolution ocean data

assimilation model is essential to produce the necessary

multi-layer circulation, temperature, salinity, and flux fields
for the ocean.

Section 3 highlighted the manner in which various

components were modeled and processes parameterized.

Section 4 covered the basic strategies involved in short-,

medium-, and long-range climate system prediction. Most

prediction models require, in parallel, data of various types

to specify either initialization or boundary conditions--the

latter because present models of the climate system are not

complete, thus all quantities that are not explicidy computed

need to be specified through observing systems. Section 8

highlights the large number of parameters that are or could

be measured by existing and planned observing systems.

Most, if not all, space-based platforms make very high-

volume measurements and have relatively high resolution
(i.e., -1 km). This level of resolution or better is required for

many subgrid-scale processes. In any event, this data stream

must be assimilated by a comprehensive model before the
data are of any use for research, diagnostics, and climate

system modeling. The EOS Data and Information System

(EOSDIS) plans to look after data management, data access,

and distribution functions; however, a significant research

effort will be required to develop the next generation of data

assimilation and data analysis models. To make better use

of computer time, there have been recent developments in

multi-level atmospheric models using vector semi-

Lagrangian finite difference schemes for data assimilation

(Bates et al. 1991). An advantage of the semi-Lagrangian

approach is that the integration time step can be relaxed from

10 or 15 minutes to 1 hour or more without significant

degradation in analysis error.

A further reason for requiring data analysis and

assimilation models is to obtain a large number of

parameters and fields that must be computed from measured
variables---that is, sensible and latent heat flux, momentum

flux, moisture/water flux, and so on. These fluxes are

required to integrate coupled Earth system models.

Verification will need to be done through dedicated field

experiments. The output of data assimilation systems should

be archived and available for monitoring purposes. Until the

next-generation satellite platforms are launched, models will
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be the only source of data for such fields as surface wind
s[,ress.

In the near future, the observational data volume will

become even more immense, and will require conversion

through retrieval algorithm and dynamic interpolation/
extrapolation methods to produce fields suitable for the

initialization of global system models. For surface features,

there is considerable research being done (and more is

required) on the spatial extrapolation of surface features such

as soil and vegetation. This is a complex subject. For
practical application purposes, global satellite observations

need to be calibrated to measure or estimate the required
quantities.

For the foreseeable future, observation of the nonlinear

and complex global system will be irregularly distributed in

space and time. In addition, observations are frequently too
sparsely distributed to resolve adequately the spectrum of
scales and processes involved (NRC 1991). Dam

assimilation schemes and models are required to absorb the
global data obtained from satellite observations and to

improve the analysis of state parameters required for
re,arch and climate model initialization.

Conclusions�Recommendations. Four-dimensional

assimilation of data is a powerful technique to combine data

from different instruments t_en at different times in

different places. In current meteorological applications,

data asshnilation represents the art of combining statistical
objective analysis and general circulation models. At its

best, data assimilation techniques create a value-added

product with both sophisticated error control anti the

physical consistency provided by a GCM. Problems in data

assimilation include the possible corruption of good data
with bad; also, an assimilation scheme assumes that the

model used (i.e., knowledge) is complete, though in reality it
is not and could introduce artifacts in data sets. Yet,

assimilation is essential for combining different types of data

and generating data sets. At present, there are sometimes
major differences between observed data and assimilated

fields. Resolution problems are related to differences in the

scales needed to represent physical system`v as compared to

existing model grid scales. For example, assimilation will

usually sample the smallest scales badly.

Observing systems simulation experiments are presently
being conducted for EOS. There is a need to assess the

impact of satellite observations on model-assimilated data

sets. Tlm basic proce_h_re involves using the results of a
long-period integration ofan indepenttent nwdel called the

"nature" run. From this run, a set of simulated

observations may be derived of the various parameters

measured by present or future observing systentw these

observations are assumed to represent truth. Next, the

simulated observations with assumed errors are passed

through a data assimilation model, the output of which is

compared with truth. The assimilated data are fed into the

model to produce a forecast that is then compared with the
"nature" run time series to quantify the errors involved in

the scheme. The advantage in using such a system is that
truth is exactly known. The disadvantage is that truth is

itself dependent on a formulating model. Thus, the "nature"

run itself needs to be validated The technique has been

used to analyze the impact of data from the Laser
Atmospheric Wind Sounder (LAWS) and several other

existing or planned satellite-based observing systems.

For research and climate monitoring purposes, there is a

need to reanalyze past data with the best assimilation system
available so that the same internally consistent assimilation

system applies over the time duration of the data set. In this

manner, errors associated with changes in assimilation

schemes are eliminated. This would also partly compensate
for changes in the type and distribution of observing

systems. In particular, as in past years when the number of
upper air station and ship reports were sparse, it would be

bnpossible to obtain reasonable gIobal fields without a model-
driven assimilation system.

Data assimilation has the potential of making major
contributions to climate research, as follows:

1) To help detect climate change and quantitatively

bound the uncertainties in estitnates of parameters

defining the current c6mate, specifically on
regional scales. Included here is the need to

reanalyze multi-year historical periods with
assimilation systems that have been extended and

optimized to produce verifiable time- and space-

dependent error estimates for the primary fields of

temperature, winds, and moisture. The use of

assimilation background fields as a standard for the

comparison of observations from various observing
systems will also be of increasing importance.

2) To aM in unraveling the relative importance of the

various physical processes that combine to

produce the observed change. The diagnostics

computed by nugdels during the assimilation

process will help explain the underlying causes of

observed change. Conversely, systematic errors

exhib#ed by the model when it is constrained by
observations can be detected and the model

corrected accordingly. True four-dimensional

assimilation, as well as a solution of spin-up

problems for model physical parameterizations,
will be needed before the assimilation model can
be fully utilized in this manner.
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3) To provide global scale fields of temperature,
wind, and tnoisture for use in diagnostic and
chemical transport snu4ies and to provide

boundary conditions for the interpretation of
results from regional-scale measurement
campaigns and process studies.

Moisture, tropical divergence, troposphere-stratosphere

exchange, and the optimal use of such nonconventional data
sources as cloud and precipitation observations in
assimilation techniques are among the areas needing
increased attention. There is also a need to develop methods

for coupled (e.g., atmosphere-ocean) data assimilation to
support the initialization and integration of coupled models.
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8. Future Monitoring
and Data

Requirements
It should be apparent that a large number of observations

are necessary to comprehensively monitor the climate

system. Each set of observations would compose a three-

dimensional snapshot of each component of the system.
Repeated observations would provide information about the

time evolution and change of the system. The space and
time resolution required of the observing system would

depend on the dominant spati',.d features that need to be

described quantitatively, and on how fast these features

change. In principle, however, it is not sufficient to monitor

only the "dominant" scales of motion or action, because a
large number of interactive processes occur on rather small

space and time scales--even down to 1 sec and 1 m, or less.

At present, it is impractical (if not impossible) to construct

an observing system to continually monitor the entire global

system at this resolution. Nor is there sufficient computer
and data handling capacity available for data transmission

and exchange, processing, ,and storage. Nor ,are there global

models that can use data of such high resolution. It is

customary to obtain very high-resolution data sets during
specia.l observing experiments of limited time duration in

order to understand and model processes, while operating

global observing systems at much lower time and space
resolution. These global observations need to remain

accurate over time to meet monitoring and modeling needs.

The accuracy, precision, and absolute calibration over

time of the observations required for climate change and

global change purposes are considerably more stringent than

those for operational real-time or near-real-time applications.

At present, with the exception of perhaps Microwave
Sounding Unit (MSU) data, few observing systems are

capable of maintaining accuracy and calibration over time,

particularly in terms of derived geophysical variables. This
is partly because most observing systems have been

established for operational applications dominated by the

annual seasonal solar cycle, where temperatures can vary
between a monthly average of -60 to 40°C, vegetation cover

(green leaf area) from 0 to 100 percent, rainfall from 0 to
500 man (or more), and so lbrth. When interest is focused

on these large differences, there is little incentive to deploy

highly accurate (particularly over time) observing
instruments. The introduction of errors in the measurement

of absolute values of change on a global basis arise on
account of several reasons, not all of which are electronic

sensor related. For surface or near-surface measurement, the

station network's resolution is usually insufficient.

Major problems exist in modeling oceanic areas (i.e., -70

percent of the Earth's surface); thus, measuring precipitation

globally and observing/quantifying the global hydrological

cycle are almost impossible until the next generation of
satellites is launched. Problems are encountered even over

land surface areas, on account of changes (often

undocumented) in instrument calibration, instrument

relocation, and observing practices. Several satellite
measurements suffer from uncertain vertical resolution

and/or precision and uncertain or unknown calibration and

accuracy between years, rendering the detection of

interannual and decadal change difficult. Reprocessing of

older data also may be required before long-term accuracy

and time continuity can be ensured.

An additional difficulty arises in that all the required

monitoring variables cannot be directly measured (e.g., the
various heat, energy, momentum, radiation interaction, and

other flux terms). Thus, they need to be derived using a
combination of measurements and models that compute the
required quantities. The final research data set is often as

much observing system-dependent as model-dependent.

Changes in data assimilation and analysis systems introduce

as many subtle discontinuities as do changes in observing

systems' sensors and satellite data retrieval algorithms.

Given that data are prone to various errors, the detection

and modeling of global change should not rely on any one
particular field, such as temperature. Multi-variable

observations and analyses are necessary to provide credence

to the diagnostic analysis of the climate system. Initializing a

climate model needs the specification of several variables,

and validating the performance of models requires the

simultaneous observation of the entire range of parameters of
the global system.

Defining or specifying observational requirements may be

performed in one of several ways. It is perhaps convenient
to begin with parameters that, by and large, define the

surlace environment and climate, then specify all other

variables and parameters that describe components or

processes of the global system that interact to result in

surface climate as conventionally understood. The
lbllowing attempts do just that:

1) Surface Environment and Climate--Temperature,

precipitation, wind, pressure, humidity, solar radiation,

infrared radiation, evaporation, evapolxanspimtion,

soil and vegetation type/distribution, topography, sea
level, pollutants, chemical constituents, albedo, snow

cover and glaciers, roughness, and water storage and
flow are all components. Ocean surface and near-

surface measurements also are required to provide
global coverage.
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2)

3)

NearSurfaceandSubsurface--Thesurfaceis
linkedtothesubsurface(landandocean)and
near-surfaceaunosphericboundarylayers.
Interactioninvolvesthe transfer of momentum,

sensible and latent heat, and energy and mass (i.e.,

chemical and water substances). To obtain these

parameters, which have to be computed from
other variables, measurements are required of

vertical gradients (hence profiles) of wind,

temperature, moisture, and pressure in the

atmosphere; temperature and moisture profiles in
soil layers, at least up to the root zone, and soil

type, porosity, and conductivity; temperature,
salinity, and currents in the upper layers of the
ocean; and sea level, sea state, and sea ice. It is

also important to monitor biogeochemical

processes that determine the exchange of
chemicals between the atmosphere, land surface,
and the ocean. Some of these chemicals are

GtlGs, and others affect radiation or cloud
formation mechanisms.

Free Atmosphere, Deep Ocean, and Land--In
order to model, simulate, and predict changes in

surface climate, all forcings, feedbacks, and
radiative and circulation features that ,affect or

determine surface climate must also be observed.

For example, the vertical profiles and lapse rates

of temperature and moisture are needed in

atmosphere measurements. Note that several

convective parametedzation schemes are based

on lapse-rate changes. Precipitation depends on
clouds; thus, clouds must be monitored,

including their water droplet and ice particle
concentrations (also needed for cloud-radiation

interaction). The vertical temperature profiles

also depend on the concentrations and
distribution of radiatively active gases; thus,

H20, CO 2, CFCs, CH 4, N20, and 03 (and their

precursor chemical compounds) need to be
monitored, as well as cloud distributions and

optical depth. Radiation reaching the Earth's

surface is altered by tropospheric and

stratospheric aerosols and dust, which need to be
monitored, as well as their sources and sinks.

External forcing such as the solar radiation

reaching the Earth is a fundamental driving force
that needs to be monitored at the top of the

atmosphere, as well as the net infrared emission

of the planetary system. The equator-to-pole

gradient in net heating needs to be derived from

radiation-budget measurements, since this

gradient basically drives the atmospheric and
oceanic circulation.

4) Subgrid-Scale Processes and Parameterization--

A large number of processes occurs in the subgrid-
scale domain. Even land surface hydrological

processes that are modeled at a 1- to 10-km
resolution and are subgrid scale to an atmospheric
or climate model (200- to 500-kin scale) have

subgrid-scale processes of their own. Thus, the

parametedzation problem is universal, and
compounded for lower grid resolutions. Special

observing experiments are required for subgdd-

scale process studies with such high-frequency,

fast-response sensors as those needed for turbulent
momentum and heat fluxes measurements, for

example. Such experiments would provide the
necessary data for determining or improving the

physics behind parameterization schemes.

For many of the climate system basic state parameters,

present operational observation systems need to be
continued indefinitely into the future with enhancements as

needed in terms of spatial resolution, global coverage, and

data exchange. The current operational system providing

global data for climate system studies consists of

approximately 3,000 land surface stations; 700 upper-air

stations; geostationary and polar orbiting satellites; ship and
commercial aircraft track/flight level measurements; and

ocean fixed and drifting buoys with surface and subsurface
measurements of current (drifters) temperature and/or

salinity. These data are exchanged regularly through the

Global Telecommunications System (GTS) of the World

Meteorological Organization (WMO). Other systems
measure land surface characteristics (e.g., Landsat, SPOT),

selected GHGs at land stations, and 0 3 from satellites (e.g.,

TOMS, SAGE).

The basic international operational data exchange system

was set up for atmospheric and, more recently, oceanic data

exchange in support of short- to medium-term forecasting.

During the past few years, normalized vegetation index

fields (a proxy for the "greenness" of vegetation and crops)
have been derived from satellite data and are available

through data distribution centers, but their operational
exchange and utilization is limited. Their application or use
has also been limited on account of a lack of discrimination

(i.e., between vegetation types) and the lack of supporting

surface ground truth classification information. Landsat and
SPOT data have been used for case studies, but their global

utilization has been restricted by high cost and perhaps lack

of processing capacity in many countries. This past
experience points to the need for an improved international

system for the exchange of data and information, and an

agreed-upon policy for the unrestricted and mutually

beneficial exchange of complementary data to support global
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change research and applications. Unlike the data exchange

required for day-to-day weather forecasting, the exchange
needed for climate system and Earth system models
(particularly as they become more and more used

operationally but at longer time scales, namely seasonal to

interannual to decadal) does not necessarily have to take

place in real-time. That is, a delayed-mode exchange system
would suffice, be it via satellite communications or mail.

Yet, a regular operatiomd exchange system is necessary to
meet the needs of monitoring the Earth system, for the

v,'didation and verification of global mtxlei-generated

predictions and projections, and for understanding the

mechanisms behind change. Such an international exchange
system should "also deliver to the end user (both in research

and applications) appropriately analyzed sets or subsets of

the output fiom global models and global observing systems.
To achieve the above, an internationally coordinated data

and information exchange ,and delivery system must be

established with cooperative agreements and protocols
guiding its functional operation.

It should be noted that the distinctions bctween raw

observations (i.e., direct instrument measurements),

monitoring (a combination of selected raw observations and

computed or derived results over time), ,'rod data (a

combination of observations, monitoring information,

model-assimilated information, and model prediction

information, together with a host of supporting metadata,

estimates, and guesstimates) are gener,'dly transparent to the

broader multidiseiplinary research community. This is
because it is impossible for any one individual to be

simultaneously a specialist in engineering, electronic

instrumentation, remote sensing, computer programming,

and all of the component disciplines involved in the glob,-d
Earth system. Consequently, there is widespread use of

multidisciplinary data of which rather few people have
detailed knowledge in the intricacies and associated

uncertainties of the actual measurements. It is therelore

important for instrument system operators to calibrate and

validate the observations being taken. Various suggestions

referring to the need for analysis and studies to quantify
errors are provided below.

Paleoclimatic data are required for climate model

verification and quantifying climate system sensitivity.

Well-calibrated data sets are needed for long-term studies

and modeling. International data are at risk due to possible
commercialization. There are concerns about whether

present observing systems can be maintained into the 1990s.

There is a need for detailed observations of cloud and

optical properties, as well as radiation climatology---that is,
a detailed description ofspectrally and spatially dependent

radiation at the surface and at the top of the atmosphere.

ISCCP, ERBE, EOS, and so on are or will be good for

model evaluation, but not necessarily for the formulation of
models; as such, in situ experiments to investigate detailed
processes are also needed.

There is a need for space-based observations to obtain

surface radiation budget parameters, with lidar data to give
the three-dimensional distribution of clouds; lidar should be

fown on EOS. At the same time, ground truth experiments
such as FIRE and FIFE should be continued

Better observations are needed of water vapor (the dominant

GHG) as well as of water vapor feedback (i.e., changes with

temperature). Atmospheric heating fields can be obtained

from ERBE over the oceans with an accuracy of about 20

W/m 2. Land areas are a problem, with estimated accuracies

of only about 50 W/m 2. As such, it wouM be very useful to

have lidar to sense water vapor and temperature profiles
over land.

Biogeochemical source and sink terms need to be measured,

as well as the fluctuations associated with changing climate.
Better data are needed in the stratosphere (e.g.,from
UARS).

Model results need to compared with campaign-type
observational data, in addition to data from UARS, EOS,
TOMS, ATLAS, and so on.

Conclusions�Recommendations. There is a need to look

at the errors involved in sampling frequency and the

sampling by present and future observing systems (e.g.,
EOS) of atmospheric chemistry constituents. Such an

analysis also should look at the errors involved in data
assimilation.

Observations need to be better coupled to models--for

example, satellite observations of ocean color to physical

oceanographic models, observations of land surface
vegetation and clouds to atmospheric models, and so on.

The most important atmospheric inputs in land surface

processes are solar radiation, net radiation, and

precipitation. The biosphere moves water through stomata;

the dominant process is evapotranspiration. Depending on

the type of vegetation, evapotranspiration can vary by a

factor of 100. Better surface classifications are required as
are observations of change. The land surface needs to be

divided into 10 or 20 basic types of ecosystems.

Ocean models require the specification of surface fluxes of
momentum and heat. Oceanic heat flux at the surface is not
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observable to better than 40 to 50 W/m 2. Thus, it is best to

concentrate on wind and sea surface temperature

observations.

Wind stress along the equatorial wave guide is very critical.

Also, on account of the long-term memory of the ocean,

good data sets are required to initialize ocean models.

The Comprehensive Ocean-Air Data Set ( COADS) is spotty
and contains poorly sampled data from monthly mean ship

distributions. The HIRS2/MSU data set is global but not

tested for accuracy. The simulations obtained by running
the UCLA model forced with SST from the above two data

sets were quite different, pointing to the importance of

getting accurate observed fieMs. In addition to SST, good
wind and altimeter data are required

Tropical rainfall needs to be measured accurately in order
to compute heat release in the atmosphere. The systematic

temperature bias in GCMs could be due to poorly simulated

convective heating patterns in the tropics. Major

improvements are required in the observations of wind and

rainfall in the tropics.

For most parameters, global coverage can be provided only

by satellites. However, the remote sensing of surface

parameters is subject to error. For example, the Mount
Pinatubo volcanic eruption caused a satellite-derived SST

anomaly of-1 to -2°C, requiring a correction in the satellite

SST fields. Thus, it would be impossible to use satellites

alone for climate research. Satellite bias corrections are

determined using in situ information; data from voluntary

observing ship reports contain the worst errors for SST, yet
are essential. Other data required are from drying buoys,

expendable bathythermographs, and tropical atmosphere-

ocean moorings in arrays.

There is a strong linkage between convection, low-level

circulation, and evaporation fluxes; therefore, there is a

need for observations of precipitation, moisture, and winds.

Just as SST is used for initializing ocean models, soil

moisture is required for predictions over land; thus, there is

a need to obtain observationally estimates of soil moisture.

Overturning in the North Atlantic basin is very important for

I0- to lO0-year time scale climate change. Deep sinking of

surface waters is in precarious balance, and changes could

affect ocean and global climate. A task force should be set
up jointly between agencies to study ocean monitoring and

high-latitude air-sea interaction.

Aerosol size distribution is important. Large aerosols may

have a greenhouse heating effect, which may overpower the

cooling effect of aerosols through the scattering of solar
radiation. It is very hard to measure single scattering

albedo remotely. Water vapor from radiosonde data is a

problem due to calibration difficulties. SAGE provides
water vapor in the stratosphere and the upper troposphere,
and data are available for the past 4 to 5 years.

Observational systems are either planned or in place to

provide useful information on SST, topography, sea ice,

polar ice sheets, ocean surface properties, ocean color,

primary ocean productivity, atmospheric temperature and
moisture profiles, precipitation rates, and tropospheric

winds. Radiation budget, clouds, and solar irradiance are

also being observed. These observing systems must be

maintained.
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9. Mission to

Planet Earth
9.1. Introduction

As models of the global Earth system become

sophisticated, they include more and more components and

interactive processes in order to simulate and predict

changes to the slate of the system, particularly with an

increase of the prediction time range (see Section 4). The
existing global data sets prepared on the basis of

operationally exchanged surface- and even space-based

measurements do not adequately satisfy the requirements of
the next-generation Earth system models, nor the

requirements for comprehensively (and globally) monitoring
the total Earth system and diagnosing the causative forces
behind ch_mge.

Mission to Planet Earth (MTPE) is a NASA-initiated

concept that uses space- and ground-

based measurement systems to provide

the scientific basis for understanding
global change. NASA's conu'ibution to

MTPE includes ongoing and near-term
satellite missions, new missions under

development, planned future missions,

management and analysis of satellite and

in situ data, and a continuing basic

research program locused on process

studies and modeling. The space-based
components of Mission to Planet Earth

will provide a constellation of satellites

to monitor the Earth fiom space.

Sustained observations we planned to
allow researchers to monitor Earth

system variables over time to determine

trends; however, space-bared monitoring

alone is not sufficient. A comprehensive
data and information system, a

community of scientisls perfi_rming
research with the data acquired, and

extensive ground c,'unpaigns are ,all

important components.

Tables 6 and 7 sunmuuize the ongoing

and near-term satellite programs

contributing to Mission to Planet Earth.

Satellites stationed in a variety of orbits
form the space component of MTPE. No

single orbit permits the gathering of

complete information of Earth processes;
for exanaple, the medium-inclination

orbit of UARS was chosen specifically because of its focus

on the processes influencing ozone depletion. High-

inclination, polar-orbiting satellites are needed to observe

phenomena that require relatively detailed observations on a

routine basis, often from a constant solar illumination angle.

Geostationary satellites are needed to provide continuous

monitoring of high temporal resolution processes. An

intemational array of these platforms now provides coverage
on a near-global basis. The scope and extent of this

coverage will be improved substantially in the next century
by geostationary satellite systems planned by NASA and its

international partners.

The centerpiece of Mission to Planet Earth---the Earth

Observing System (EOS)--involves a series of polar-

orbiting and low-inclination satellites for long-term global
observations of the land surface, biosphere, solid Earth,

atmosphere, and oceans (see Table 8). EOS science

objectives address the fundamental physical, chemical, and

biological phenomena that govern and integrate the Earth

Table 6. MTPE Phase I: NASA Contributions

NASA Satellites (LaunchStatus)

ERBS(Operating)
EarthRadiation_udgetSatellite

TOMS/Meleor-3(Operating)
TotalOzoneMappingSpectrometer

UARS(Operating) .
UpperAtmosphereResearchSatellite

TOPEX/Poseldon(Operating)
OceanTopographyExperlment

LAGEOS-2(Operating)
LaserGeodynamksSalellile

NASASpa(dabSeries(1992on)
Shuffle-basedexperiments

SeaWIFS(_rch 1994}
Sea-ViewingWideFieldSensor

TOMS/EarthProbe[July1994)
TotalOzoneMappingSpectrometer

NSCAT/ADEOS(February1996)
NASAScatterometer

TOMS/ADEOS(February1996)
TotalOzoneMappingSpectrometer

TRMM(August1997)
TropicalRaintaUMaasurlngMission

Landsat-7[January1998)
LandRemote-SensingSatellite

Mission Objectives

Radialionbudgel,aerosols,andozone

Ozonemapplngandmonitoring(jointwithRussia)

Stratosphericandmesosphericchemistry

Oceancirculation(jointwithFrance)

CrustalmotionandEarthrotation(jointwithItaly)

Atmosphericandsolardynamics(_LAS},
atmosphericae.rosols(Lift),andsurfaceradar
backscatter,_larlzation,andphasefunction[SIR.(
andX-SAR(pintwithGermany)]

Oceanprlmaryproduction(datapurchase)

Ozonemappingandmonitoring

Oceansurfacewindspeedanddirection(jointwith
Japan)

Ozonemappingandmonitoring(jointwithJapan)

Preclpita!ion,clouds,andradiationinlowlatitudes
(jointwithJapan)

Landsurfacefeaturesathighspatialresolution
(jolntwithDuD)
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Table 7. MTPE Phase 1: Non-NASA Contributions

Non-NASASatellites(LaunchStatus)

NOAA-9through"J(U.S.--Operational)

Landsat-4/5/6(U.S.--Operationot)
LandRemote-SensingSatellite

DMSP(U.S._perational)
DefenseMeteorologicalSatelliteProgram

ERS-1(ESA--Pre-Operational)
EuropeanRemote-SensingSatellite

JER$"1[lapan--Pre-Operational)
Japan'sEarthResources_Jatellite

ERS-2([SA--1994)
EuropeanRemote-SensingSatellite

Radarsat(Canada--1995)
RadarSatellite

NOAA-Kfl,ough-N(U.S.--1994on)

ADEOS|Japan--February19.9.6)
AdvancedEarthObservingSatellite

MissionObjectives

Visibleandinfraredradiance/reflectance,infrared
atmosphericsounding,andozonemeasurements

Highspatialresolutionvisibleandinfrared
roaiance/reflectance

Visible,infrared,andpassivemicrowaveatmospherk
andsurfacemeasurements

C-bondSAR,microwaveallimeler,scallerometer,and
seasurfacelemperalure

L-bandSARba(kscallerandhighspatialresolution
visibleandinfraredradionce/refledance

SameasERS-I,plusozonemappingandmonitoring

C-bandSARmeasuremenlsofEarth'ssurface(joint
U+S./Conodianmission)

Visible,infrared,andmicrowaveradiance/reflectance;
infraredatmosphericsounding;andozone
rneesuremonls

Visibleandnear-infraredrndiance/refleclance,
scetlerometry,andlropusphericandstratospheric
chemistry([oiniwilhUS.andFrance)

system. EOS observations will permit the assessment of

various Earth system processes, including:

• Hydrological processes, wlfich govern the into'actions
of kind and ocean surfaces with the atmosphere through

the transport ofhe_ ma._, and momentum

• Biogeochemical processes, which contribute to the

formation, dissipation, and _ of trace gases and

ae_)sols, and their global di.stnbution

• Climatological goces_s, which control tie formation

and dissi_fion of clouds and their interactions with
sol_ radiation

• Fx:ological _s. which ale affected by and/or will

affect global change and their response to such through

• Geophysical _s, which have shaped or continue
to modify the surface of the Earth _mugh tectonics,

volcank,_m, and the melting of glue, s and sea ice.

EOS mission objectives include support of the overall

U.S. Global Change Research Program (USGCRP) by

acquiring and assembling a global database. Priorities for

acquiring these data will conform to the seven issues
identified by USGCRP and the Intergovemmental Panel on

Climate Change (IPCC) as key to understanding global

climate change, namely:

• The role of clouds, radiation, water vapor, and

precipitation

• The productivity of the
oceans, their circulation, and

air-sea exchange
• The sources and sinks of

greenhouse gases and their
atmospheric transformations

• Changes in land use, land

cover, primary productivity,
and the water cycle

• The role of polar ice sheets
and sea level

• The coupling of ozone
chemistry with climate and the

biosphere
• The role of volcanoes in

climate change.

9.2. The Rescoped

EOS Program
The original EOS Program covered a

broad range of global change issues.
The baseline EOS Program included a
total of 30 selected instruments, which

were chosen to address the seven IPCC priority areas

identified above. By focusing on climate change, the

required instruments were reduced to 23 that need to fly
before 2002. The remaining instruments were to be

deployed as follows: Three intermediate spacecraft series to
be launched on intermediate expendable launch vehicles

(ELVs), one smaller spacecraft series to be launched on
medium ELVs, and two small spacecraft series to be

launched on small ELVs. The spacecraft series, initial

launch date, launch vehicle class, and disciplinary focus

follow:

• EOS-AM (June 1998, IELV)----Characterization of

the terrestrial andoceanic surfaces; clouds,
radiation and aerosols; and radiative balance

• EOS-COLOR (1998, SELV)----Ocean color and

productivity
• EOS-AERO (2000, SELV)--Atmospheric

aerosols and ozone

• EOS-PM (2000, IELV)----Clouds, precipitation,
and radiative balance; terrestrial snow and sea ice;

sea surface temperature; terrestrial and oceanic

productivity; and atmospheric temperature
• EOS-ALT (2002, MELV)--Ocean circulation,

ice sheet mass balance, and land-surface

topography
• EOS-CHEM (2002, W_LV)---Atmospheric

chemical species and their transformations, ocean
surface stress.
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Table 8. EOS-Era Remote-Sensing Satellites

Satellites(LaunchStatus)

EOS-AMSeries(1998)
I:arthObservingSystem
MorningCr_sing(Descending)

EOS-COLOR(I998)
EOSOceanColorMission

POEM-ENVIS_"Series{ESA--1998)
Polar-OrbitEarlhObservationM_ion
EnvironmentalSalellite

ADEOSIlaandlib(Japan--19991
AdvancedEarthObservingSatelliteIlaandlib

EOS-PMSeries(2000)
EarthObservingSystem
AfternoonCrossing(Ascending)

EOS-AEROSeries(2000)
EOSAerosolMission

POEM-METOPSeries(ESA--2000}
Polar.OrbilEarthObservationM_ion
MeteorologicalOperationalSatellite

TRMM-2(JapanandNASA--Proposedfor2000)
TropicalRainfallMeasuringM_ion

EOS-AD'Series(2002)
EOSAltimetryMission

EOS-CHEMSeries(2002)
EOSChemistryMission

MissionObjeaives

Clouds,aerosolsandradiationbalance,
characterizationoftheterrestrialecosystemland
usesoilsterrestrialenemy/moisture,tropospheric
chemicalcomposition;conlribulionofvolcanoesto
climate,andoceanprimaryproductivity{includes
CanadianandJapaneseinstruments)

Oceanprimaryproductivity

Environmentalstudiesinatmos_eri¢chemistryand
marinebiolog_andcontinuationofERSmission
objectives

Visibleandnear-infraredmkro_veradiance/
reflectance,scaflerometr_infraredandlaser
atmosphericsounding,troposphericand
s_rntospherkchemistry,andallimelry(mayinclude
FrenchandU.S.instruments)

Cloudformation,precipitation,andradiative
properties;air-seafluxesofenergyandmoisture;
ann'sea-keextent(includesEuropeaninstruments)

Distributionofaerosolsandgreenhousegasesinthe
lowerstratosphere(spacecrafttobeprovided
throughinternationai'cooperation)

Operationalmeteorologyandclimatemonitoring,
withthe[utureobjectiveofoperationalcfimatology
(jointwith [UM[TSATandNO/_)

PrncipitatioaandrelatedvariablesandEarth
radiationbudgetintropicsandhigherlatitudes

Oceancirculationandkesheetmassbalance(may
includeFrenchinstruments)

Atmosphericchemicalcomposition;
chemist.ry-dimateinteractions;air-seaexchangeof
chemicalsandenergy(toincludeanasyetlobe
determinedJapaneseiestrumanl)

The following subsections briefly address the instrument

complements slated for each platform, with more indepth
coverage provided in the "1993 EOS Reference tt,'mdlx)ok"
(Asrar aud Dokken 1993).

EOS-AM

Advanced Spacebome Emission and Reflection

Radiometer (ASTER)---Imaging radiometer with

14 multispectr,'d b,'mds from visible through

infrared, providing high spatial resolution (15- to

30-m) images of the land surface, water, ice, ,and

clouds; same orbit stereo capability; to be
accommodated on EOS-AMI.

Clouds and Earth's Radiant Energy System

(CERES)--Two broad band scanning radiometers

(one cross-track mode, one rotating plane), with

three channels in each radiometer [total radiance

(0.3 to >50 pm), shortwave (0.3 to 5 _n),
longwave (8 to 12 lam); measures the Earth's

radiation budget and

atmospheric radiation from the

top of the atmosphere to the
surface; to be accommodated

on EOS-AM and -PM series.

Earth Observing Scanning
Polarimeter (EOSP)---Cross-

track scanning poladmeter that

globally maps radiance and

linear polarization of reflected

and scattered sunlight for 12

spectral bands from 0.41 to

2.25 pm; provides global
aerosol distdbudon, cloud

properties (such as optical
thickness and phase) at 40- to

100-km resolution depending

on the product; to be
accommodated on EOS-AM2
and -AM3.

Multi-Angle Imaging
SpectmRadiometer (MISR)---

Provides top-of-the atmosphere

cloud and surface angular
reflectance functions, and

global maps of
planetary/surf_e albedo and

aerosols and vegetation

properties; employs nine

separate charge coupled device-
based pushbroom cameras to

observe the Earth at nine

discrete view angles; images at
each angle will be obtained in

four spectral bands centered at 0.443, 0.555, 0.67,

and 0.865 l.lm; each of the 36 instrument data

channels is commandable to provide ground

sampling of 240 m, 480 m, 960 m, or 1.92 kin; to
be accommodated on EOS-AM series.

• Moderate-Resolution Imaging Spectroradiometer
(MODI S)--Medium-resolution, cross-track

multispectral scanning radiometer measuring
biological and physical processes such as cloud

cover and associated properties, ocean sea surface

temperature and chlorophyll, land cover changes,
land surface temperature, and vegetation

properties; optical arrangements will provide

imagery in 36 discrete bands between 0.4 and 15

I.an, at a spatial resolution of 250 m, 500 m, or 1
km at nadir;, to be accommodated on EOS-AM

and -PM sertes.

• Measurements of Pollution in the Troposphere
(MOPIqT')---Four channel correlation spectrometer
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with cross-track scanning; measures upwelling

radiances at 2.3, 2.4, and 4.7 Inn; uses pressure
modulation and length modulation cells to obtain

CO concentrations in 3-km layers and CIt 4 cx_lumn;

spatial resolution 221,.an; to be accommodated on
EOS-AM I and possibly on -AM2.

Tropospheric Emission Spectrometer (TES)---
ttigh spectral resolution infrared imaging Fourier

transform spectrometer generating three-

dimensional profiles on a global scale of virtually
all infrared active species from the Earth's surface

to the lower stratosphere; spectral coverage of 2.3

to 15.4 grn at a spectral resolution of 0.025 cm -1,

thus offering line-width limited discrimination of

essentially all radiatively active molecular species
in the Earth's lower atmosphere; limb mode height
resolution of 2.3 km with coverage from 0 to 32

km; down-looking mode resolution of 50 x 5 km

(global) and 5 x 0.5 km (local), with a swath of 50

x 180 km (global) and 5 x 18 km (local); tobe
accommodated on EOS-AM2 and -AM3.

9.2.2. EOS-COLOR

This second-generation sensor--based on the Coa.stal
Zone Color Scanner (CZCS) on Nimbus-7 and the Sea-

Viewing Wide Field Sensor (SeaWiFS) on the SeaStar
satellite (planned for launch in 1994)---will be launched in
1998. The instrument is an advanced visible and near-

infrared ocean color imager with eight spectral bands in the

range 402 to 885 tun, to monitor and provide daily global
coverage of primary production by marine phytoplankton.

EOS-COLOR will have spatial resolutions of 1.1 lun (local)

and 4.5 km (global), with a swath width of 2,800 km.

9.2.3. EOS-AERO

At present, only one instrument is slated for the EOS-
AERO series--the Stratospheric Aerosol and Gas

Experiment III (SAGE III). This Earth limb-scanning

grating spectrometer will be a natural and improved
extension of the successful Stratospheric Aerosol
Measurement 1I (SAM II), SAGE I, and SAGE II

experiments. SAGE III will obtain global profiles of

aerosols, 0 3, H20, NO 2, NO 3, OCIO, clouds, temperature,

and pressure in the mesosphere, stratosphere, and

troposphere, with a resolution of 1 to 2 km in the vertical.
SAGE III takes advantage of both solar and lunar occultation

to measure aerosol and gaseous constituents of the

atmosphere. Most of its science objectives rely on the solar

occultation technique, which involves measuring the

extinction of solar energy by aerosol and gaseous

constituents in the spectral region from 0.29 to 1.55 larn,

during spacecraft sunrise and sunset. The moon will be used

as another source of light for occultation.

EOS-PM

Atmospheric Infrared Sounder, Advanced
Microwave Sounding Unit, and Microwave

Humidity Sounder (AIRS, AMSU, and MHS)--
AIRS is a high-resolution sounder designed to

cover the spectral range 0.4 to 15.4 _a, measuring

simultaneously in over 2,300 spectral channels.

The high spectral resolution enables the removal

of unwanted spectral emissions and, in particular,

provides spectrally clean "super windows" that are
ideal for surface observations. AIRS will have a

resolution of 1 km in the vertical and 13.5 km in

the horizontal at nadir. AMSU is a passive

microwave radiometer designed primarily to

obtain profiles of stratospheric temperature and to

provide cloud-filtering capability for tropospheric
observations. AMSU will have a resolution of 40

krn in the horizontal at nadir. MHS is a passive

microwave radiometer for humidity profiling via
five channels: One at 89 GHz, one at 166 GHz,

and three at 183.3 GHz. The instrument is also

designed to detect precipitation under clouds.
MHS will have a resolution of 13.5 km at nadir.

AIRS, AMSU, and MIlS measurements will be

analyzed jointly to falter out the effects of clouds
from the infrared data in order to derive clear-

column air temperature profiles and surface

temperatures with high vertical resolution and
accuracy. Together they constitute a single

facility instrument program. Standard products

will include atmospheric temperature and

humidity profiles, total precipitable water,
fractional cloud cover, cloud-top height and

temperature, land skin surface temperature plus
day-night surface temperature difference, outgoing

day/night longwave surface flux, ocean skin
surface temperature, and day/night longwave
surface flux. Research products will include

precipitation estimates, tropopanse and stratopause

heights, outgoing spectral radiation and cloud

optical thickness, cloud thermodynamic phase
(ice/water) and cloud water content, land surface

spectral emmissivity, surface albedo and net
shortwave flux, ocean surface net shortwave flux,

sea ice cover (old/new), and ocean surface scalar

wind speed.
Clouds and Earth's Radiant Energy System

(CERES)---See Section 9.2.1.

Multifrequency Imaging Microwave Radiometer

(MIMR)--MIMR is a high-resolution microwave

spectrometer (frequencies between 6.8 and 90
GHz) that will measure precipitation rate, cloud

water, water vapor, sea surface roughness, sea
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surface temperature, ice, snow, and soil moisture.

It will have a spatial resolution of 4.86 km (at 90
Gttz) to 60.3 km (at 6.8 GHz). The instrument

will operate at six frequencies each with horizontal

and vertical polarization (6.8, 10.65, 18.7, 23.8,
36.5, and 90 GHz), and employs nine feedhoms to

yield 20 available channels.

Moderate-Resolution Imaging Spectromdiometer
(MODIS)--See Section 9.2.1.

9.2.5. EOS-ALT

EOS-ALT is a collaborative effort between NASA and

the French Centre National d'Etudes Spatiales (CNES), with

the details of the partnership currendy being negotiated. The

payload consists of Ek)ppler Orbitography and

Radiopositioning Integrated by Satellite (DORIS),
Geoscience Laser Altimeter System (GLAS), Solid-State

Altimeter (SSALT), and TOPEX Microwave Radiometer

(TMR). In addition to precise orbit tracking (DORIS, T/VIR)

and altimeter calibration and orbit determination (SSALT),

the EOS-ALT series will provide measurements of sea-ice

and glacier surface topography, and cloud heights (GLAS),
as described below:

DORIS is a precision orbit determining system

using a dual doppler receiver tracking system
operated by CNES. The DORIS receiver listens at

two frequencies for signals from a world-wide (50

at present) network of orbit-determining beacons.

The instrument dctermines the satellite velocity by

measuring the doppler shifts of two ultra-stable
microwave frequencies (401.25 and 2036.25

MHz) transmitted by the beacons. The instrument

provides orbital positioning information and
ionospheric correction for SSALT.

GLAS is a laser altimeter designed to measure ice-

sheet topography and associated temporal

changes, as well as cloud and atmospheric

properties. In addition, operation of GLAS over

land and water will provide along-track

topography. For ice-sheet applications, the laser

altimeter will measure height from the spacecraft

to the ice sheet, with an intrinsic precision of

better than 10 cm with a 70-m surface spot size.

The height measurement, coupled with knowledge
of the radial orbit position, will determine

topography. Characteristics of the retum pulse

will be used to determine surface roughness.

Along-track cloud and aerosol height distributions
will be determined with a vertical resolution of 75

to 200 m and a horizontal resolution from 150 m

for dense cloud to 50 km for aerosol structure and

planetary boundary layer height. The GLAS laser

is a frequency-doubled, cavity-pumped, solid-state

Nd:YAG laser with energy levels of 120 mJ

(1.064 pro) and 60 mJ (0.532 pro). The infrared
pulse will be used for surface altimetry, and the

green pulse for atmosphere measurements.

SSALT is a single-frequency radar altimeter

developed by Alcatel Espace Systems under

contract from CNES. SSALT uses the same type
of antenna as the NASA Altimeter (ALT) aboard

the U.S./French Ocean Topography Experiment

(TOPEX)/Poseidon, but operates at a single

frequency of 13.6 GHz. The ionospheric-electron

correction is provided by a model that makes use

of the simultaneous dual-frequency measurements
of the DORIS tracking system. SSALT will

provide measurements of ocean height and wind
speed, and information on ocean surface current

velocity. It also will map the topography of the

sea surface and polar ice sheets.

TMR will measure the radiometric brightness

temperature related to water vapor and liquid water
in the same field-of-view as the altimeter. In turn

these brightness temperatures are converted to

path-delay information required by SSALT for

precise topographic measurements. The TMR
instrument utilizes modified hardware from the

Nimbus-7 Scanning Multichannel Microwave
Radiometer (SMMR); however, the data chassis

(i.e., the digital progtmnmer, analog multiplexer,

and satellite interface circuitry) is new. Developed
by the Jet Propulsion Laboratory (JPL),. TMR

operates at frequencies of 18, 21, and 37 GHz.

9.2.6. EOS-CHEM

Ultimately, the EOS-CHEM series will have a payload that
consists of six instruments; however, only five have been

selected as of this writing (see below). An as yet to be
determined Japanese instrument will be accommodated on

the EOS-CHEM platforms as reciprocation for flight of the
NASA Scatterometer II (NSCAT II) on the Advanced Earth

Observing System II (ADEOS) scheduled for launch in 1999.

Active Cavity Radiometer Irradiance Monitor
(ACRIM)----Consists of three total irradiance

detectors (one to monitor solar irradiance, two to

calibrate optical degradation of the firs0. The

instrument will monitor the variability of total
solar irradiance, and will sustain and extend the

high-precision database compiled by NASA since

1980. ACRIM data products will consist of the

average solar irradiance at one Astronomical Unit

(in W/m 2) for each ACRIM shutter-open cycle.

Results will be corrected for variations in satellite-sun
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distance and the relativistic effects of the

platform's orbital velocity toward and away from
the sun. Measurements of the total (bolometric)

solar irradiance above the atmosphere will have an

absolute accuracy of 0.1 percent and a long-term

precision of 0.0005 percent per year.
High-Resolution Dyn,'unics Limb Sounder
(HIRDLSJ----Observes global distribution of

temperature and concentrations of 0 3, H20, CH 4,
N20 ' NO2, l-l]'qO3, CFC11, CFCI2, CIONO 2, and
aerosols in the upper troposphere, stratosphere, and
mesosphere. HIRDLS will perform limb scans in
the vertical at multiple azimuth angles, measuring
infrared emissions in 21 channels ranging from

6.12 to 17.76 I.an. Four channels measure the
emission by CO 2. Taking advantage of the known
mixing ratio of CO 2, the transmittance can be
calculated, and the equation of radiative transfer is
inverted to determine the vertical distribution of the

Plank black body function from which the
temperature is derived as a function of pressure.
Once the temperature profile has been established,
it is used to determine the Plank function profile
for the trace gas channels. The measured radi,ance
and the Plank function profiles are then used to
determine the transmittance of each trace species
and its mixing ratio distribution.
Microwave Limb Sounder (MLS)--Passive

radiationally cooled microwave limb-sounding
radiometer/spectrometer to measure thermal
emission from the atmospheric limb. The EOS
version of this instrument will continue the
successful international effort started on UARS.

MLS will measures lower stratospheric

temperature and concentrations of H20, 0 3, CIO,
HCI, OH, HNO 3, NO, N20, HI::, and CO for their
affects on (and diagnosis of) transformations of

greenhouse gases, radiative forcing of climate
change, ozone depletion, and so on. MLS will
have bands centered at 215,440, and 640 GHz,

and 2.5 TItz, with a spectral resolution of I Mltz;
its spatial resolution will be 3 x 300 km diameter
horizontal and 1.2 km vertical.

Stratospheric Aerosol and Gas Experiment III
(SAGE III)--See Section 9.2.3.
Solar Stellar Irradiance Comparison Experiment II
(SOLSTICE H)---Four-channel ultraviolet

spectrometer (two-axis solar track) composed of
an ultrahigh-resolution spectrometer, low-
resolution spectrometers, and an extreme
ultraviolet photometer; provides daily
measurements of full-disk solar ultraviolet

irradiance with calibration maintained by
comparison to bright, early-type stars. SOLSTICE
II will have a spectral range of 115 to 440 nm;
three channels have a spectral resolution of 0.2 nm,
and the fourth a resolution of 0.0015 nm.

9.3. Summary
The above instrument descriptions refer only to NASA's

EOS Program in order to provide the reader with a feel for the

next-generation satellite platforms being designed, built, or

planned. From Tables 6, 7, and 8, it should be clear that there
are a large number of instruments already operating and/or

planned for the pre-EOS ,_'ra. Several of these missions are
being or will be undertake n jointly with or by other countries

and agencies. Besides NASA's contribution, the satellite
missions that fall under the Intemational Earth Observing

System (IEOS) rubric include the POEM-ENVISAT series
(ESA), ADEOS IIa and lib (Japan), the POEM-METOP

series (ESA), TRMM Oapan and NASA), and the POES

series (NOAA). For brevity, the instruments onboard these

platforms are not described here; details are contained in the
"1993 EOS Reference Handbook" (Asrar and Dokken 1993).

In tandem, these space observatories will provide a large

number of the parameters and variables involved in the

monitoring, understanding, modeling, and prediction of Earth

system processes, which either define the state of the system

at any moment in lime or are factors involved in bringing

about changes to the system. As stated earlier, space-based
measurements alone are not sufficient to completely address

observational and monitoring requirements. Ground truth is

required to calibrate most remotely sensed measurements, and

many sub-surface (land and ocean) parameters will need direct

surveys and the development of models that can use space-

based observations to compute sub-surface characteristics.

Ecological and biological systems require indepth
observations of how the dynamics of such systems work, and

how they respond to, interact with, and possibly drive or

modulate the physical environment; on a large scale, changes

in the biosphere could alter the state of the global Earth

climate system through complex physical, chemical and
radiative interaction. For a comprehensive grasp of the

biosphere and its internal and external dynamics, substantially
more research and observational experinaents (over

sufficiently long periods of time) are required. Fragmentary

but nevertheless clues to these types of interactive processes

have been and are being pieced together from paleo- and

proxy-data and information. To date, such investigations have
only scratched at the surface despite the best efforts of the

scientific community. The dynamics of human socio-

economic systems is yet another dimension that is

fundamentally unknown despite detailed historical accounts

(and retrospective analysis) of the past performance of these

systems. Very recent global changes are marked pointers to

the depth of the cumulative ignorance surrounding (and

possibly driving) the dynamics of the human dimensions of

global change. Such issues are beyond the scope of this

report, but must be addressed by the Global Change Research

Program if it is to fulfill its mandate.
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10. Concluding Remarks

Global Change

A fundamental objective of the U.S. Global Change
Research Program 0JSGCRP) and parallel international

programs (i.e., IGBP and WCRP) is to improve the

predictive understanding of the Earth system to support

national and international policymaking activities that cover

a broad spectrum of global and regional environmental
issues (CEES 1991). To fulfill this go,d, the USGCRP

addresses three parallel, but interconnected, streams of
activity (see Figure 70):

Modeling and Data
Central to the above strategy is a close interaction

between observations and modeling. Modeling begins with
observations of natural systems or processes [i.e., the

measurement of all variables likely to affect the system(s) or
process(es)]. Next, the processes' behavior is described

according to basic laws of physics, chemistry, and

mathematics. The fundamental laws are actually known

independent of climate observations; many have been

derived from painstaking laboratory experiments and

developments in mathematics and physics over centuries.
However, the application of these fundamental laws to the

• Document global change through the

establishment of an integrated, comprehensive,

long-term program of observing and monitoring
Earth system changes on a global scale

• Enhance the understanding of key processes

through a program of focused studies to improve
the knowledge of physical, geological, chemical,

biological, and soci,-d processes that influence and

govern the behavior of the Earth system

• Predict global and regional environmental change
through the development and application of

integrated conceptual and numerical predictive
Earth system models.

i ":!" ii
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global system requires approximations (averaging to time
steps and grid sizes characteristic of models) and

simplifications (parameterizations). Because of the complex

nature of natural processes, a large number of variables are

needed to describe these processes, requiring the use of very
large supercomputers to manipulate the mathematical

equations. The resulting physical-numerical model fast

needs to be verified against observational evidence for

accuracy. This is usually done process by process. Each

subsystem and/or process model is then integrated with other

models of other processes to form a system of processes that

interact with each other in a manner simulating the global
environment. The validation of these large models requires
observational evidence and, more often than not, leads to

modifications and improvement in the model itself, as well

as its subcomponents. Inevitably, this is
an interactive sequence wherein data

influences the modeling effort, and, in

turn, the models put new demands on
data.

Figure 70. U.S. Global Change Research Program--Science to Policy

Space- and

Ground-Based Research

Both ground- and space-based

research are required. In situ and

theoretical studies of physical, chemical,

biological, and geological processes

must be complemented by
comprehensive space-based observations

to provide global coverage of key

environmental parameters. Long-term
monitoring is essential to describe the

dynamic and changing nature of the

global system. As the integration time

scales increase to address global climate

system change issues, models need to

comprehensively and explicitly
incorporate interactions between the

relatively fast components of the system

(i.e., the atmosphere) with the slow (i.e.,
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ocean, biospheres, land surface). Detailed subgrid-scale

process studies require special experiments, usually
unlimited in space and time, which deploy high-resolution,
research-oriented instrumentation systems. Such

observations elucidate such processes as air-sea interaction,

atmosphere-biosphere interaction, convective and

precipitation processes, and cloud-radiation feedback, and
enable improvements in their parameterization in global

models. Other processes require global observations--for

instance, planetary radiation budget, cloud-climate feedback,
climate-water vapor-radiation feedback, and climate-

vegetation feedback--for obtaining basic statistics on state
variables, which are needed to verify and validate model

climate simulations.

To preclude the possibility that climate system models
accidentally simulate the present climate, observations or

descriptions are required of past climate system states--
hence the need for historical instrumental observations and

prehistoric proxy data (e.g., paleoclimatic data from tree

rings, ice cores, ocean sediment, fossils, etc.). Predicting the

response of the climate system to an imposed change (a

forcing on the system) such as that due to a doubling of

equivalent CO 2 requires the monitoring of all other forcings

(e.g., solar, aerosol) that may add to or subtract from the

results of CO 2 forcing alone. Being a complex, nonlinear,

physical system, a change in one or more forcings would
cause a series of feedbacks that could enhance or diminish

the initial direct change (e.g., cloud and water vapor
feedback, ocean feedback). Thus, feedbacks also must be

observed and modeled before a climate system model could

be applied to forecasting future system states. Present and

planned observing systems should be operated for
indefinitely long time periods to provide monitoring and

model validation information.

Data Assimilation

Obtaining usable information from complex observing

systems requires the development and application of model-
based data assimilation systems that blend information from

a variety of sources to produce uniform global fields for real-

time monitoring, diagnostic studies, and initializing and

validating predictive models of the global system. Such
model-assimilated data sets will incorporate model dynamics

and physics to get the best possible and most consistent fit of
variable fields to the observed data. They will represent

value added to the set of original observations, and are

expected to form the database for most modeling

development and applications. Recent developments in

semi-Lagrangian, semi-implicit numerical methods for
models show considerable promise (and computational

efficiency) for application in four-dimensional data

assimilation.
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There is also a need to reprocess historical data to obtain

global fields of system state variables that are internally
consistent over time with the analysis technique used.

Moreover, the latest generation of data assimilation systems
is better able to fill the inevitable data voids in the past,

when the observational coverage was poorer than at present

Parameterization and Scaling

A major component of research required is in the
improved parmneterization of subgrid-scale proeesses--qhat

is, processes that take place in a space-time scale domain
smaller than that which the models can handle. For a global

atmospheric model, the smallest grid box is approximately
250 x 250 km; the better ocean models use grids of about 50

x 50 km. A large number of dynamic, thermodynamic,
chemical, and biochemical interactions take place at

substantially smaller space scales (i.e., down to the
molecular scale). All these processes need to be

parameterized and expressed in terms of measurable grid-
scale model variables. This is in addition to the proper

representation of large-scale interactions and processes. Due
to a lack of data, and other mathematical problems, this leads

to a large number of best guess assumptions and/or empirical
coefficients. The total number of tunable parameters in a

complex, interactive, global climate system model is large,
estimated at between 100 and 300, if all interactive

component systems are included. The expression "tunable"
refers to the fact that the values of a variety of coefficients

and parameters are specified and may be adjusted by using
observational, empirical, or model performance evidence.

However, they cannot and should not be arbitrarily tuned;

the parameters must be chosen very carefully to obtain the

fight interaction and behavior of the system being modeled.
As model resolution is increased, some parameterizations

can be replaced with explicit formulations, and others can be

made more physically realistic and less dependent on

tunable parameters.

For the proper linkage of atmospheric and land surface

hydrology, as an example, a different form of
parameterization (of the interaction of space scales) is

required. Ground hydrological model computations

usually refer to the 1- to 10-kin space scale. Thus
computational results of surface evaporation, water runoff,

soil moisture, percolation, and so on need to be aggregated

up to the 250-kin grid scale used by climate models. In the
near future, 50-kin grids for global models are highly

possible, and this would help make the atmospheric and

hydrological models more compatible. It is presently not

completely clear how the inverse problem is to be
handled--that is, how the results of a climate prediction are

to be used to derive subgrid-scale effects such as

precipitation, evaporation, runoff, and so forth. Being



consideredis theuseofvariablegridandnestedgrid
modelsinconjunctionwithclimatemodels.

Computers
The increasing complexity of models and, indeed,

observational information places significant demands on the

computer resources required. Time and space scale
resolutions are restricted by available supercomputer

computational speeds and cost. The availability of greatly

increased computer resources, with speeds and capacities up

to 1000 times those of present-generation systems, will be

essential for further significant progress in global

climate/Earth system modeling. Attempts are currently

being made to utilize massive parallel processing to enhance

speeds, but this effort requires very careful and complex
software code adjustments. The government=wide tligh

Performance Computing and Communications (HPCC)

Program is directed toward maximizing efficient use of

state-of-the-art computational architectures. Even with

substantially increased three-dimensional space and time

resolutions, the issue of parameterizing subgrid-scale

processes will remain a problem that will need to be

revisited at each quantum improvement in resolution.

Total Earth System Modeling�Observing
The ultimate goal of modeling is to develop

comprehensive dynamically, thermally, and chemically

interactive modes of the physical-biological Earth system.
This is, of course, a rather daunting task. A complete model

would include component models of the biosphere (i.e.,

plant, animal, and human) on account of their being

dominant mechanisms for chemical transport and exchange.

Even fossil fuel burning and the consequent release into the

aUnosphere of CO 2, and nitrous and sulfur oxides may be

considered a highly accelerated (via anthropogenic agents)

natural process. This is because fossil fuels trapped in the

Earth which took ten or hundreds of millions of years to

form would eventually be recycled through natural

geological processes such as tectonic plate movement,

volcanism, earthquakes, and fires. The 10 to 100 million-

year time scale is, however, well beyond the attention span

and, perhaps, even the life span of the human species.

A total Earth system model would have only two external

forces to deal with, namely solar and gravitational, although

anthropogenic influences such as aunospheric and oceanic

pollutants and changes in the land surface could be treated as

variable "scenarios" that would have the effect of externally

prescribed forcings for all practical purposes. External

electromagnetic forces may also play a role in influencing

the molten core, but this is thought to be small except under

unusual circumstances. With the prescription of these

forces, the system's climate would in theory lye totally

deterministic (i.e., predictable) if every single component

subsystem were modeled exactly and perfectly, including

internal interactions and feedback processes. In practice,

observational limitations along with remaining model

approximations embedded in parameterizations and the
model numerics would limit the accuracy of model

predictions.

As described in Section 3.3, the total Earth system needs

to be flust sectioned into the components (illustrated in

Figure 67) where social, economic, technological, and policy

components are removed from the basic system to be

modeled. At present, even interactions with these

components are basically nonexistent; they are handled in a
somewhat ad hoc manner to provide interim answers to

immediate policy questions. Second, various biospheric and

biological (e.g., ecosystems) models are also externalized,

even though interactions in terms of the exchange of heat,

moisture, momentum, and, to some extent, gaseous

chemicals are retained. This is one of the areas that requires

substantial improvements in terms of observations, long-

term monitoring, and the modeling of interaction and

feedback processes. Long-term observations are required to
understand the dynamics of change of, for example, a

biological system to fluctuations in climate, habitat, and
environment. Until observed for sufficiently long periods of

time, they cannot be fully modeled. Models developed on

the basis of short observations are likely to be deficient or

speculative. In order to improve the modeling of interactive

processes, a series of specific and highly focused field

experiments would need to be conducted. Indeed there are
many such special observational experiments carded out in

just about all disciplines of science. However,

interdisciplinary research on large-scale interactions are of

relatively recent origin, partly due to a lack of appropriate

technology (in the past) and partly on account of the cost and

logistics involved in conducting such experiments.
Examples of such experiments include TOGA-COARE (to

investigate large-scale atmosphere-ocean interaction) and

FIRE (to study atmosphere-biosphere processes).

To link specialized in situ observation with global

monitoring, all such experiments need to relate locally

observed parameters with measurements from global space-
based observing systems. Though the next generation of

observing systems are experimental and meant for research

purposes, they may be considered operational owing to the

need for the long-term (10 to 15 years and more) monitoring

required for global change research.

The increasing reliance on space-based systems to obtain

global coverage places special demands on electronic sensor

development deployment and data processing. Remote

sensing precludes the direct measurement of many of the
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required physical, geophysical, or biophysical parameters.

An example would be soil moisture, which could be inferred

from the moisture stress on phants that is made manifest in

the wilting of leaves (and browning if prolonged), which can

be sensed by satellites observing reflected (visible) or
emitted (infrared, microwave) radiation, in particular

wavelengths of the electromagnetic spectrum. There are, of
course, exceptions to this rule. For example, active radar

altimeters onboard a space platform sense the reflected beam

signal transmission and reception, and obtain the distance

from the reflecting surface to the satellite exactly. In theory,
this would enable the direct measurement of sea level if the

precise shape of the geoid and the orbit of the satellite are
known.

Similarly, scatterometers observing the state of the ocean

surface (capillary waves) are used to obtain a measure of

wind stress forcing on the ocean. Improving the spectral

resolution of space-based sensors in both the shortwave and

Iongwave ranges of the electromagnetic spectrum would be

required to measure, simultaneously, the atmospheric

distribution of chemical species as well as aerosols and

particulates.

Mission to Planet Earth will use a combination of space-

andground-based measurement systems to provide the
scientific basis for understanding and predicting global

change. The centerpiece of MTPE--the Earth Observing

System--will utilize a series of polar-orbiting and low-

inclination satellites for long-term global observations of the

land surface, biosphere, solid Earth, atmosphere, and oceans
with unprecedented spectral, spatial, and time resolution.

For many of the parameters required for global Earth system

monitoring and modeling, such as radiation balance,

atmospheric chemical composition, ocean surface state and
wind stress, ocean and land bit-production, cloud and

optical properties, aerosols, etc., there would be no other

means to make adequate global measurements. These

measurements from space need to be complemented by an
array of regular surface observations, as well as detailed

in situ expeditions to capture microphysical processes. Such

campaigns are planned under the Global Change Research

Program.

Future Research Framework

for Earth System Modeling
Although substantial progress has been made over the past

10 years in modeling and monitoring, each incremental

improvement has led to expanded requirements for

observational data, theoretical studies, process studies

through field experiments, and global modeling research.

This is not an unexpected sequence, given the complexities

of the coupled, interactive global Earth system. In fact,

progress has been justifiably remarkable. Many other

disciplines have demonstrated much less success with what

on the surface appears to be much simpler systems (e.g., the
real estate or stock marke0. However, the present state of

the science is not considered to be complete enough for

unambiguous and absolute predictions of the future state of

the global system, given the lack of observational

information on key processes (e.g., cloud-radiation
feedback) and uncertainties associated with the

parameterization of a variety of other processes.

Nevertheless, it is generally felt that sufficient progress has
been made to feel confident that over the next 10 or 15 years

significantly more realistic models and predictions are

indeed achievable. These future models are expected to

substantively reduce the uncertainties of present prediction

models, thereby providing much clearer (though not

absolute) guidance for policymaking regarding

environmental global change. In conjunction with Improved

monitoring capability provided by EOS, Earth Probes, and

other observing systems, and improved computational

power, it is also envisioned that near-future models would

provide a much more precise basis for determining the

impact of potential or real environmental change on socio-
economic activities the world over.
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Acronyms
ACRIM

ADEOS

AGCM

AIDJEX

AIRS

ALT

AMSU

ASTER

ATLAS

BATS

CCN

CDAS

CEES

CERES

CFC

CNES

COADS
COARE

CODF

CTD

CZCS

DERF

DMSP

DoD

DORIS

EBM

ECMWF

ELV
ENSO

ENVISAT

EOS

EOSDIS

EOSP

ERBE

ERBS

ERS

ESA

GHG

GISS

GLAS
GOES

EUMETSATEuropean Organimtion for the Exploitation of

Meteorological Satellites
GCE

GCM

GCRP

GEM

GEWEX

Active Cavity Radiometer Irradiance Monitor

Advanced Earth Observing System

Atmospheric General Circulation Model GTS

Arctic Ice Dymanics Joint Experiment HIRDLS

Atmospheric Infrared Sounder HIRS
Altimeter HPCC

Advanced Microwave Sounding Unit
Advanced Spacebome Thermal Emission and ICSU

Reflection Radiometer IEOS

Atmospheric Laboratory for Applications and IGBP
Science IPCC

Biosphere-Atmosphere Transfer Scheme ISCCP
Cloud Condensation Nuclei

Climate Data Assimilation System ISLSCP
Committee on Earth and Environmental

Sciences ISO

Clouds and Earth's Radiant Energy System 1TCZ
Chlorofluoroc.adxm JERS

Centre National d'Etudes Spatiales JPL
Comprehensive Ocean-Air Data Set LAGEOS

Coupled Ocean-Atmosphere Response Landsat
Experiment LAWS

Cloud-Optical Depth Feedback LCL

Conductive Temperature Depth L1TE
Coastal Zone Color Scanner LOD

Dynamical Extended Range Forecast METOP

Defense Meteorological Satellite Program MHS

Department of Defense MIMR

Doppler Orbitography and Radiopositioning

Integrated by Satellite MISR

Energy Balance Model MLS

Eu_ Centre for Medium Range Weather MODIS

Forecasting
Expendable Launch Vehicle MOPITI"
El Nifio/Southem Oscillation MRF

Environmental Satellite MSU

Earth Observing System MTPE

EOS Data and Information System NASA

Earth Observing Scanning Polarimeter

Earth Radiation Budget Experiment NCAR

Earth Radiation Budget Satellite NLC

European Remote-Sensing Satellite NMC

European Space Agency NMHC

NOAA

Goddard Cumulus Ensemble NRC

General Circulation Model NSCAT

Global Change Research Program NWP

Global Earth System Model OC_M

Global Energy and Water Cycle Experiment PBL

Greenhouse Gas

Goddard Institute for Space Studies

Geoscience Laser Altimeter System

Geostationary Operational Environmental
Satellite

Global Telecommunications System

High-Resolution Dynamics Limb Sounder

High-Resolution Infrared Sounder

High Performance Computing and
Communications

International Council of Scientific Unions

International Earth Observing System

International Geosphere-Biosphere Program

Intergovemmental Panel on Climate Change

International Satellite Cloud Climatology
Project
International Satellite Land Surface

Climatology Project
Intrasea._nal Oscillations

Inter-Tropical Convergence Zone

Japan's Earth Resources Satellite

Jet Propulsion Laboratory

Laser Geodynamics Satellite

Land Remote-Sensing Satellite

Laser Atmospheric Wind Sounder

Lifting Condensation Level

Lidar In-Space Technology Experiment
Length-of-Day

Meteorological Operational Satellite

Microwave Humidity Sounder

Multifreqnency Imaging Microwave
Radiometer

Multi-Angle Imaging SpectroRadiometer
Microwave Limb Sounder

Moderate-Resolution Imaging
Speca'oradiometer

Measurements of Pollution in the Troposphere
Medium-Range Forecast

Microwave Sounding Unit
Mission to Planet Earth

National Aeronautics and Space
Administration

National Center for Atmospheric Research
Noctilucent Cloud

National Meteorological Center

Nonmethane Hydrocarbons

National Oceanic and Atmospheric
Administration

National Re_,_arch Council

NASA Scatterometer

Numerical Weather Prediction

Ocean General Circulation Model

Planetary Boundary Layer
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POEM

POES

PPM

QBO
Radarsat

RCE

RCM

RE

SAGE

SAR

SBUV

SeaWiFS

SiB
SIR-C

SMMR

SPOT

Polar-Orbit Earth Observation Mission

Polar-Orbiting Operational Environmental

Satellite
Piecewise Parabolic Method

Quasi-Biennial Oscillation
Radar Satellite

Radiative-Convective Equilibrium
Radiative-Convective Models

Radiative Equilibrium

Stratospheric Aerosol and Gas Experiment

Synthetic Aperture Radar
Solar Backscatter Ultraviolet

Sea-Viewing Wide Field Sensor

Simplified Biosphere

Shuttle Imaging Radar-C

Scanning Multispecwal Microwave
Radiometer

Systeme pour l'Observation de la Terre

SSALT

SSM/I

SST
TES

TMR

TOA

TOGA
TOMS

TOPEX

TRMM

UARS

UKMO

USGCRP

VLBI

WCRP

WMO

X-SAR

Solid-State Altimeter

Special Sensor Microwave/Imager

Sea Surface Temperature

Tropospheric Emission Spectrometer
TOPEX Microwave Radiometer

Top of the Atmosphere

Tropical Ocean Global Atmosphere

Total Ozone Mapping Spectrometer

Ocean Topography Experiment

Tropical Rainfall Measuring Mission

Upper Atmosphere Research Satellite

United Kingdom Meteorological Office

U.S. Global Change Research Program

Very Long Baseline Interferometly
World Climate Research Program

World Meteorological Organization

X-Band Synthetic Aperture Radar
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