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Preface

The objective of this book is to describe the methods of formulating continuum

models for material behavior. The text is structured in a stepwise hierarchical

fashion from basic to more advanced topics. The text begins with an introductory

chapter that summarizes some aspects of creating mechanical models of material

behavior and also describes different models for material object behavior; the

particle, rigid object, lumped parameter, and continuummodels. Chapters 2 through

6 contain a development of linear anisotropic continuum mechanics models: a

development of basic continuum kinematics is presented in Chap. 2, the continuum

formulations of conservation laws is recounted in Chap. 3, the process of modeling

material symmetry is explained in Chap. 4, the steps in the formulation of constitu-

tive equations are enumerated in Chap. 5; and four linear continuum theories: flow

through rigid porous media, elasticity, viscous fluid theory, and viscoelasticity, are

described in Chap. 6. These four continuum models are combined in different ways

and applied at the microstructural level in the remainder of the book. Chapter 7

concerns the modeling of material microstructure. Chapters 8 and 9 present

developments of the theories of quasi-static and dynamic poroelasticity, respec-

tively, while Chap. 10 presents a mixture theory approach to poroelasticity. The

kinematics and mechanics of large elastic deformations are described in Chap. 11.

Appendix A on matrices and tensors also contains short reviews of other mathe-

matical topics that occur in the development of the text material. The material in the

Appendix has been added to aid the students in remembering what they once knew.

It is now presented at the start of the course.

The presentations in the text differ from the customary presentations of these

topics in many aspects, two of which are worth pointing out. First, all continuum

models are developed for the anisotropic cases rather than the isotropic cases

because most tissues are anisotropic in their material properties. Second, a slightly

unconventional tensor-matrix notation is employed in this presentation. Its objec-

tive is to represent fourth rank tensors as matrices that are composed of tensor

components, something that the classical Voigt matrix notation for the anisotropic

elasticity tensor does not achieve. In the notation employed here second and fourth

rank tensors in three dimensions are represented as vectors and second rank tensors,
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respectively, in six dimensions. Transformations in the six-dimensional space,

corresponding to three-dimensional transformations, are six-by-six matrix

multiplications that are easily entered and quickly computed with symbolic algebra

software (Maple, Mathematica, MacSyma, and MatLab). In particular the three-

dimensional fourth rank elasticity tensor is represented as a second rank tensor in

a space of six dimensions. This notation is described in the Appendix on matrices

and tensors.

The material in this text is covered in a Continuum Mechanics course by the

author. The course regularly draws students from Chemical, Civil and Mechanical

Engineering as well as Biomedical Engineering. The material in the Continuum

Mechanics course, in the order covered, is Appendix A, then Chaps. 1 through 7.

I cover the material on poroelasticity in a separate course I teach jointly with Luis

Cardoso. I would very much appreciate readers communicating to me suggested

revisions to this book. In particular any corrections, comments, suggestions of

material to be included (or excluded) and suggested problems w/solutions for use

as either examples or problems at the end of sections would be appreciated. Please

email these materials to sccowin@gmail.com or cowin@ccny.cuny.edu. I will

maintain a record of corrections, suggested additions, and suggested (HW)

problems w/solutions.

A problem solutions manual is available from the author for instructors using

this book in a course. For an instructor to obtain an e-copy, please email a request to

sccowin@gmail.com or cowin@ccny.cuny.edu and enclose the name of the

instructor, the name of the instructor’s institution and course in which the book

will be employed.

The contributions from the students who took the courses in which the content

of the book was contained in handouts presented have been most helpful.

Monte Mehrabadi has made substantial indirect contributions to the text through

his 40-year collaboration with the author, as has Luis Cardoso in the last 5 years.

New York, USA Stephen C. Cowin
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Chapter 1

Mechanical Modeling of Material Behavior

1.1 Introduction

The typical types of models that have been employed in the analysis of the

mechanical behavior of material objects are described in this chapter. Specifically,

descriptions of the various model types employed in mechanics, namely the particle

model, the rigid object model, the deformable continuum model, and the lumped

parameter model are described. The modeler should view these model types as tools

and the task of the modeler is to select the proper tool for the problem at hand.

The content of this chapter is not material that can be learned by rote memoriza-

tion. It is material that must be thought about and practiced in order to acquire a

modeler’s skill. In the next section conservation principles, control volumes, and

free object diagrams are discussed. In the section that follows, the first problem in

modeling, the concept of time, is considered, then that of space. In the next section,

the relationship between models and the real physical world is discussed. Four

sections that describe particle models, rigid object models, continuum models, and

lumped parameter models, respectively, follow a section on the types of models

used in mechanics. The final section concerns two philosophical questions related

to mechanical modeling, reductionism, and determinism.

1.2 Conservation Principles, Control Volumes,

and Free Object Diagrams

There is an aspect of the application of conservation principles of mechanics (those

of mass, momentum, angular momentum, energy, etc.) that is an artisan-like skill

that requires some experience on the part of the modeler. Most engineering students

acquire this skill when they learn to construct “free object diagrams” to apply

Newton’s laws to solid objects in a course on statics or to draw “control volumes”

to apply the conservation principles of mechanics to fluids. These diagrams or

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
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volumes are selected to satisfy the criteria of the modeler, which are generally to

define the problem by representing the unknown quantities and the known

quantities in a way that the conservation principles can be applied to obtain an

equation(s) representing the unknown quantities in terms of the known quantities.

The construction of free object diagrams or control volumes is an artisan-like skill

because there is not a unique way to construct them; the modeler must have insight

into the problem. Many such physically correct diagrams can be drawn but it is

likely that only a few will yield the modeler the relationship between quantities that

he or she sought. This creative aspect of the application of conservation principles

of mechanics is prominent because of the great diversity of the situations to which

they are applied. These applications range in size from the Nano scale to the Macro

scale, from a portion of a protein to a molecule to bridges, airplane structures, and

the structure of the universe.

Both free object diagrams and control volumes are drawings made to simplify

the application of conservation principles to a particular physical situation. A

conservation principle can often be written in the form of an accounting statement:

½The time rate of change of a quantity in a system�
¼ ½the amount of the quantity coming into the system per unit time�

� ½the amount of the quantity leaving the system per unit time�
þ ½the amount of the quantity produced within the system per unit time�
� ½the amount of the quantity consumed within the system per unit time�:

Thus the application of the conservation of mass (or momentum) of a fluid

employs a drawing to balance the net flow or change in the quantity, much like a

financial account for an organization is balanced.

Note that the word “body” used in modeling nonbiological applications of

Newton’s laws, for example “free body diagrams” and “rigid body motion,” is

replaced in this work by the word “object”; thus reference is made here to “free

object diagrams” and “rigid object motions.” The reason for this shift in terminol-

ogy is to avoid the use of the same word for two different meanings in the same

phrase, like a “free body diagram” of a body or a “rigid body motion” of a body.

1.3 Models and the Real Physical World

Models have been found to be very effective tools for the analysis of physical

problems. The basic elements of these models are Euclidean or classical geometry

and the concept of time. The concept of time is intuitive while our mathematical

model of time, the real line, that is to say the line representing all real numbers, is

abstract. The connection between the mathematical abstraction and our intuitive

perception of time is a philosophical matter that should be accepted by the reader;
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this relationship is rigorously discussed in a classical book by the German-

American mathematician Hermann Weyl (1883–1955) entitled “The Continuum.”

Once one has accepted the real line as a geometric model for time, the next step of

accepting the real line as a geometric model for a one-dimensional structure (such

as a string or a fiber) is not difficult. Real lines are used in forming one-, two-, and

three-dimensional Cartesian reference coordinate systems for one-, two-, and three-

dimensional Euclidean spaces. The real lines used as the reference Cartesian

coordinate systems in two and three dimensions are mutually orthogonal.

In the initial stages of model construction for a material object of any size or shape,

it is necessary to project the object into Euclidean space (Fig. 1.1). The portion of the

three-dimensional Euclidean space that the object occupies is often an exact replica of

the space in the real world occupied by the real object. However, the structure of the

real object is not carried over into themodel unless themodeler makes provision for it.

For example, if the object is fibrous, the fibers are not represented in the model unless

the modeler explicitly provides for their representation. The advantage of the model is

that all the points in the real object now have Cartesian addresses. The triplet of

Cartesian coordinates (x1, x2, x3) locates a point in the Euclidean space occupied by a
particular point in the real object. This permits the measurement of distance between

points in the object, and if the object moves or deforms, the resulting motion can be

quantitatively documented. The volume of the object and its centroid may be deter-

mined by use of the integral calculus. The greatest advantage, however, is the ability to

define functions of physical interest in terms of the reference coordinate system. Thus,

for example, the temperature distribution throughout the object can be specified by a

function y ¼ y(x1, x2, x3) defined for all of the Cartesian coordinates (x1, x2, x3)
located within the object. If the function is smooth, then a derivative of the function

can be taken and the temperature gradient is determined for all of the Cartesian

coordinates (x1, x2, x3) located within the object. The point of these remarks is that

The Real Object

A similarly shaped
portion of a three-

dimensional space

The Mathematical Model
        of the Object

A Cartesian Reference
    Coordinate System

EUCLIDEAN 3 SPACETHE REAL WORLD

Fig. 1.1 The Euclidean space model of a real object
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the consequence of making a Euclidean space model of an object is that it permits the

powerful computational machinery of classical geometry and the integral and differ-

ential calculus to be used to calculate quantities of physical or biological interest.

Since the representation of physical phenomena must be independent of the

observer, it is necessary to express physical quantities in ways that are independent

of coordinate systems. This is because different observers may select different

coordinate systems. It therefore becomes a requirement that physical quantities be

invariant of the coordinate system selected to express them. On the other hand, in

order to work with these physical quantities and evaluate their magnitudes, it

is necessary to refer physical quantities to coordinate systems as illustrated in

Fig. 1.1. The resolution of this conflict is to express physical quantities as tensors;

vectors are tensors of order one and scalars are tensors of order zero. Thus it is no

surprise that in classical mechanics the essential concepts of force, velocity, and

acceleration are all vectors; hence the mathematical language of classical mechan-

ics is that of vectors. In the mechanics of rigid objects the concepts of position,

velocity, and acceleration are all vectors and moments of inertia are second-order

tensors. In the mechanics of deformable media the essential concepts of stress,

strain, rate of deformation, etc., are all second order tensors; thus, by analogy, one

can expect to deal quite frequently with second-order tensors in this branch of

mechanics. The reason for this widespread use of tensors is that they satisfy the

requirement of invariance of a particular coordinate system on one hand, and yet

permit the use of coordinate systems on the other hand. Thus a vector u represents a

quantity that is independent of coordinate system, i.e., the displacement of a point

on an object, yet it can be expressed relative to the three-dimensional Cartesian

coordinate system with base vectors ea, a ¼ I, II, III, as u ¼ uIeI þ uIIeII þ uIIIeIII
and also expressed relative to another three-dimensional Cartesian coordinate

system with base vectors ei, i ¼ 1, 2, 3, by u ¼ u1e1 þ u2e2 þ u3e3. The vector

u and the two coordinate systems are illustrated in Fig. 2.2. These two

representations of the components of the vector u are different and both are

correct because a rule, based on the relationship between the two vector bases

ea, a ¼ I, II, III, and ei, i ¼ 1, 2, 3, can be derived for calculating one set of

components in terms of the other. Thus the vector u has a physical significance

independent of any coordinate system, yet it may be expressed in component form

relative to any coordinate system. The property of vectors is shared by all tensors.

This is the reason that tensors, as well as vectors and scalars, play a leading role in

modeling mechanics phenomena.

1.4 The Types of Models Used in Mechanics

It is possible to divide the discipline of mechanics according to the predominant

type of motion an object is considered to be undergoing. The three types of motion

are translational, rotational, and deformational. In translational motion all the

points of the moving object have the same velocity vector at any instant of time.
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A translational motion is illustrated in Fig. 1.2a. In pure rotational motion the

velocities of all the points of the moving object, at any instant, are proportional to

the distance of the point from one single fixed axis. This situation is illustrated in

Fig. 1.2b in the special case where the fixed axis is perpendicular to the plane of the

page. A deformational motion (Fig. 1.2c) is a motion in which some points on

the same object move relative to one another. It can be shown that the motion of any

object or material system can, at any time, be decomposed into the sum of

three motions, a translational motion, a rotational motion, and a deformational

motion. If there are many objects (e.g., molecules) and only average properties of

the ensemble are sought by statistical methods, the model is said to be one of

statistical mechanics.

These motions suggest three of the five types of models of objects used in

mechanics: the particle model, the rigid object model, and the deformable contin-

uum model. These models of objects are differentiated from one another on the

basis of the type of motion modeled. The particle model only emulates the transla-

tional motion of the object; the rigid object model emulates both translational and

rotational motion of the object; and the deformable continuum model emulates all

three types of motion. The first two models, the particle model and the rigid object

model, are described in mechanics books dealing with statics and dynamics of

particles and rigid objects. The deformable continuum model is described in books

dealing with the mechanics or strength of materials or in books on elasticity and

fluid or continuum mechanics.

There is an important fourth category of model used in mechanics that overlaps

the first three model types; this category is the lumped parameter model, a very

important model type in mechanics. The particle model, rigid object model,

deformable continuum model, and the lumped parameter model are discussed in

Fig. 1.2 The three types of motion possible for an object
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the next four sections. The fifth categories of mechanics models, statistical models,

are not discussed in this volume.

After this chapter, the remainder of the book is an elaboration of the deformable

continuum model.

1.5 The Particle Model

The particle model is the simplest model in the hierarchy of models in classical

mechanics. This model of an object considers the entire mass of the object as

located at the mass center and only the translational motion of the mass center is

modeled. Thus the image of the model shown in Euclidean space in Fig. 1.1 shrinks

to a mass point located at the mass center, as illustrated in Fig. 1.3. Since the mass

center is a point, the particle model is a point model; rotational motions and

deformations of the object are neglected. The English natural philosopher Isaac

Newton (1642–1727) created the particle model when he took the sun and a planet

to be particles and used his universal law of gravitation and his second law to

provide an analytical derivation of the three empirical laws of the German

astrologer–astronomer Johannes Kepler (1571–1630). In particular, Newton’s

model showed that the planets moved around the sun in elliptical orbits, a fact

previously established by Kepler’s observational data. Moments and rotational

motions are not considered in the particle model; they are considered in the rigid

object model.

The modeling structure described above may be employed as a framework for

the statement of Newton’s second law. This may be accomplished by letting

the vector p denote the position of a typical point in the mathematical model of

The Real Object
The Mathematical Model
        of the Object.

A Cartesian Reference
    Coordinate System

EUCLIDIAN 3 SPACETHE REAL WORLD

mass center

Fig. 1.3 The particle model of a real object
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the object, p ¼ x1e1 þ x2e2 þ x3e3, where e1, e2, and e3 are the Cartesian unit

base vectors. The position vector to the mass center of the object is denoted by

p(mc) ¼ x(mc)1e1 þ x(mc)2e2 þ x(mc)3e3. If the object is moving, then the location of

the point of the object is changing in the Euclidean space, and the Cartesian

coordinates x1, x2, x3 are all continuous, twice differentiable, functions of time,

x1 ¼ x1(t), x2 ¼ x2(t), x3 ¼ x3(t), and it is therefore possible to compute the veloc-

ity of the mass center of the object, or of any point on the object, as well as its

acceleration. The acceleration of the mass center is given by

amc ¼ ðd2xðmcÞ1=dt2Þ e1 þ ðd2xðmcÞ2=dt2Þ e2 þ ðd2xðmcÞ3=dt2Þ e3: (1.1)

Denoting the total mass of the object bym and the sum of the forces acting on the

object by F, a statement of the second law of Newton can then be written in the form

F ¼ mamc: (1.2)

As an illustration of the particle model, consider the question of determining the

airborne trajectory of a ski jumper. In the air the ski jumper is acted upon by

the attraction of gravity, the drag of the wind, and the momentum established in the

downhill run before contact with the ground ceased (Fig. 1.4). The ski jumper’s

trajectory is determined by the solution of Newton’s second law with these

specified forces. The trajectory is obtained by an analysis that is completely

equivalent to that of an artillery shell or a sub-orbital rocket. While the particle

Vo

α

Fig. 1.4 An illustration of the particle model in biomechanics, determining the airborne trajectory

of a ski jumper. In the air the ski jumper is acted upon by the attraction of gravity, the drag of the

wind and the momentum established in the downhill run before contact with the ground ceased.

The ski jumper’s trajectory is determined by the solution of Newton’s second law with these

specified forces
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model is adequate for determining the trajectory of the skier, it is an inadequate

model for the transition of the skier’s position from the crouch of the downhill run

to the erect and forward leaning body posture adopted for flight, and inadequate to

deal with the question of impact upon landing.

This traditional method of analysis of macroscopic force systems is also applied

at the microscopic level. For example, one method of studying the response of cells

to mechanical loading situations is to culture or grow the cells on a surface such as

glass and subject the surface to fluid shear stresses as illustrated in Fig. 1.5a.

Some of the forces that act on the cell in this flow situation are shown in

Fig. 1.5b. The forces that act on a cell include the weight of the cell, Wcell, the

buoyant force on the cell due to its aqueous environment, Wbuoyant; the adhesive

force of the cell to its substrata, F, the fluid pressure on the cell, the shear force due
to fluid flowing over the surface of the cell, forces due to electrical charge or

magnetic fields, and self generated forces by the cell. The same forces act on these

cells in vivo, but the forces are illustrated in vitro because it is an easier situation to

visualize and to draw. The weight of the cell,Wcell, is about 1 piconewton. The cell

is subjected to a buoyancy force as a consequence of its immersion in an aqueous

environment. The buoyant force on the osteocyte is equal to the weight of the water

it displaces,Wbuoyant ¼ 0.9 piconewton, nine-tenths of a piconewton. The processes

of cell adhesion to substrata, as well as the influence of substratum surface

properties on cell adhesion, have been studied in recent years by subjecting cells,

in vitro, to fluid shear stress. Adhesion of cells to solid substrata is influenced by

several substratum surface properties including substratum wettability, surface

roughness, and surface charge. The force F of adhesion for a single cell is the

surface area A that the cell presents to the flow times the shear stress when the cell is

removed from the surface by the fluid shear stress. The shear stress at which cells

capable of adhesion detach from a glass substratum is about 400 dyn/cm2. Assum-

ing an appropriate surface area, the adhesive force on the cell F is about

6,000 piconewtons. Since Wcell ¼ 1 piconewton, F ¼ 6,000 Wcell. Thus a cell can

express adhesive forces that are three to four orders of magnitude larger than the

cell weight. For man on the surface of the earth, the largest forces with which we

a b

Fig. 1.5 (a) A cell adherent to a substratum and subjected to a fluid shearing action. (b) An

analysis of the forces on a cell of Fig. 1.5 (a), the cell adherent to a substratum and subjected to a

fluid shearing action
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must cope are generally those due to gravity, that is to say the forces that manifest

themselves in the weight of objects. It is quite a different story for the cell

because the largest force system they experience is due to adhesion. The adhesive

forces on a cell are three to four orders of magnitude larger than the gravitational

forces on a cell. More importantly, cells control their adhesive forces; man does not

control gravity.

Problem

1.5.1. A ski jumper leaves the ski jump with a velocity vo in a direction that is an

angle a above the horizon (see Fig. 1.4). The final point on the ski jump is an

elevation h above the valley floor. If the drag of the wind is neglected, show

that the horizontal and vertical velocities, vx and vy, respectively, of the skier
as he reaches the flat valley floor are given by vx ¼ vocosa and vy ¼
�((vosina)

2 þ 2gh)1/2. Find the time, ttouch, at which the skier touches valley
floor as a function of vo, a, h and g, the acceleration of gravity.

1.6 The Rigid Object Model

The rigid object model differs from the particle model in that the rotational motion

as well as the translational motion of the object is considered. Deformations are

neglected, hence the adjective “rigid” modifying object. Thus, not only Newton’s

second law of motion is involved, but also Euler’s equations (after their creator, the

Swiss mathematician/engineer/physicist Léonard Euler, 1707–1783) for the rota-

tional motion. Euler’s equations are special forms of the conservation of angular

momentum expressed in a reference coordinate system at the mass center of the

rigid object (or at a fixed point of rotation of the object), fixed to the rigid object,

and coincident with the principal axes of inertia. If I11, I22, and I33 represent the

principal moments of inertia (see Appendix section A.8), and M1, M2, and M3

represent the sums of the moments about the three axes, then Euler’s equations may

be written in the form

M1 ¼ I11ðdo1=dtÞ þ o2o3ðI33 � I22Þ;
M2 ¼ I22ðdo2=dtÞ þ o3o1ðI11 � I33Þ;
M3 ¼ I33ðdo3=dtÞ þ o1o2ðI32 � I11Þ;

(1.3)

where o1, o2, and o3 are the components of the angular velocity about the

respective coordinate axes. In the case when there is only one nonzero component

of the angular velocity o3 and o1 ¼ o2 ¼ 0, then (1.3) reduces to

M3 ¼ I33a3; (1.4)

where a3 ¼ do3/dt is the angular acceleration. This is the one-dimensional form of

the conservation of angular momentum, or of Euler’s equations, a form that usually

appears in basic mechanics texts.
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If the rigid object restriction is relaxed a bit to allow the moment of inertia I33 in

(1.4) to vary, then the conservation of angular momentum about an axis may be

written in this special case as

M3 ¼ dðI33o3Þ=dt: (1.5)

This is the form of the conservation of angular momentum that is employed to

explain why a figure skater spinning at one place on the surface of the ice can

increase or decrease his or her angular velocity by extending their arms out from the

torso or lowering the arms to the sides of the torso. If the skater is spinning, there is

no moment about the axis that is the intersection of the sagittal and frontal or

coronal planes, thus M3 ¼ 0 and, from (1.5) above, the product I33o3 must be a

constant. Since I33o3 ¼ constant, when the skater extends (lowers) the arms, the

moment of inertia of the skater increases (decreases) and the angular velocity of the

spin must decrease (increase).

For stationary objects, or objects moving with constant velocity, the conserva-

tion of linear and angular momentum reduce to the conditions that the sum of the

forces and the sum of the moments must be 0. These conditions provide six

equations in the case of a three-dimensional problem and three equations in the

case of a two-dimensional problem. The application of these equations is the topic

of an engineering course on the topic of statics.

Problem

1.6.1. A diver rotates faster when her arms and legs are tucked tightly in so that she

is almost like a ball rather than when the limbs are extended in the common

diving posture like a straight bar. Consider a diver with a mass of 63 kg, an

extended length of 2 m and a tucked length of 1 m. (a) Determine the factor

by which her angular velocity in the tucked configuration exceeds her angular

velocity in the extended configuration. It is reasonable to approximate the

body in the two configurations as cylinders, and to assume that the centroid of

the cylinder coincides with the center of mass of the diver. In the extended

configuration the cylinder has a length of two meters and an average radius of

0.1 m while in the tucked configuration the cylinder will have a length of 1 m

and an average radius of 0.1414 m. Recall that the mass moment of inertia of

a cylinder about an axis perpendicular to its long axis and passing through its

mass center is M(3r2 þ h2)/12, where r is the radius of the cylinder and h is

the height of the cylinder. (b) What is the parameter that predominates in the

determination of this ratio?

1.7 The Deformable Continuum Model

The deformable continuum model differs from the particle and rigid object models

in that relative movement or motion is permitted between two points in the model.

Examples of deformable continua include the elastic solid used, for example, in the
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analysis of beam bending and viscous fluid used, for example, in the model of flow

through a pipe. The use of the word “continuum” in describing these models stems

from the idea illustrated in Fig. 1.1, namely that the model is a domain of Cartesian

space in the same shape of the object being modeled. It therefore has all the

properties necessary to use the analytical machinery of the calculus. In particular,

displacements, strains, velocities, and rates of deformation may be calculated.

These developments will be presented in the next and subsequent chapters. The

deformable continuum is the focus of this text because it is the primary class of

models employed in the study of solid and fluid at both the macro scale, at the

nanometer scale, and at scales in between.

1.8 Lumped Parameter Models

Lumped parameter models are extended rigid object models in which some of the

elements are assumed not to be rigid, but to respond in simplified specific ways. The

word “lumping” is used to imply that not all the properties are modeled exactly, but

in a somewhat approximate way. For example, in a lumped parameter model the

image of the object in Euclidean space, as shown in Fig. 1.1, need not be an exact

model of the object, just a model that contains the features the modeler desires.

The mechanical concept of “Coulomb friction” is a “lumped” concept as it occurs in

the formula of the French engineer Charles Augustin de Coulomb (1736–1806).

The static friction formula of Coulomb is employed to express the force F necessary

to cause the motion of weight W resting upon a frictional horizontal surface as

F ¼ mW, where m represents the coefficient of friction. The sources of what is

called “friction” between the surface and the weight W are varied and include,

among other things, the effect of surface adhesion, surface films, lubricants, and

roughness; these effects are “lumped” together in the concept of Coulomb friction

and expressed as a single coefficient, m.
When linear springs and dashpots are used as elements in a model they are

“lumped” representations of an object’s stiffness or damping. Their properties

describe the constitution of the element and are called constitutive properties.

The spring element is also called the Hookian model (Fig. 1.6a) and is characterized

by an equation that relates its overall lengthening or shortening, x, to the force

applied to the spring, F, by a spring constant, k; thus F ¼ kx (Love, 1927). This

model is named after the English natural philosopher Robert Hooke (1635–1703).

The dashpot is called the viscous model or damper (Fig. 1.6b) and is characterized

by an equation that relates the rate of its overall lengthening or shortening, dx/dt, to
the force applied to the dashpot, F, by a damping constant, �; thus F ¼ � (dx/dt).

Lumped parameter models employing springs and dashpots are used extensively

in the study of mechanical systems. Simple forms of these models are used to

explain the material response phenomena called creep and stress relaxation. Creep
is the increasing strain exhibited by a material under constant loading as the time

increases. A typical creep experiment on a specimen of material is performed by
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placing a constant tensile load on a specimen of the material and measuring the

strain as a function of time. The function of time obtained by dividing the resulting

strain against time data by a unit load is called the creep function. Stress relaxation
is the reduction or decay of stress in a material under constant strain as the time

increases. In a typical stress relaxation experiment on a material a constant tensile

strain is applied to a material specimen and the resultant stress is recorded as a

function of time. The function of time obtained by dividing the resulting stress

against time data by a unit strain is called the stress-relaxation function. Equations

for representing creep and stress relaxation will be obtained in the discussion of the

standard linear solid model below. Materials that exhibit the time-dependent

behaviors of creep and stress relaxation are called viscoelastic, indicating that

they have some properties of both a viscous fluid and an elastic solid (Christensen

1971; Lockett 1972; Pipkin 1972).

As an example of the use of a lumped parameter model, consider the question of

determining the stiffness of elastic compliance of a running track so that the runner

has the optimal advantage of the elastic rebound of the track surface. This question

was answered using the spring and dashpot model of the lower limb shown in

Fig. 1.7. While running on soft surfaces like sod is easier on the body than running

on hard surfaces like concrete, runners know that they run faster on the harder

surface. The question of how hard the surface should be was answered (McMahon

&Greene 1978; McMahon &Greene 1979) by tuning the compliance of the track to

the compliance of the model of the runner’s leg shown in Fig. 1.7. The half dozen or

so running tracks that have been constructed on the basis of this model are known to

runners as “fast” tracks.

Each of these lumped parameter models is an ideogram for a constitutive idea,

e.g., elasticity, damping, or flow through porous media. The Darcy or permeability

element is a special lumped parameter model peculiar to porous media. It was

developed to explain the flow of fluids though porous media. Specifically, the city

engineer of Dijon, France (Henri Philibert Gaspard Darcy, 1803-1858) in the

middle of the 1800s developed the model to analyze the flow of water through a

packed sand layer in a city fountain (Darcy 1856). A sketch of the type of

a b c

F F F

k
h

Fig. 1.6 Three lumped

parameter models. (a) the

Hookian spring element,

(b) the damping element or

viscous dashpot, and (c) the

Darcy or permeability

element
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experiment that Darcy did is shown in Fig. 1.8. A layer of sand of thickness L is

supported on a stiff wire mesh with mesh openings larger than the size of the typical

fluid passages through the sand layer. On top of the layer of sand is a reservoir of

water maintained at a constant height h. The constancy of this head is maintained by

providing a continuous supply of water to the reservoir and providing an over flow

run-off passage. The domain at the bottom of the sand layer is open to the air again

as is the upper surface of the water reservoir; the air pressure is po. Thus the

decrease in water pressure across the sand layer is from p + po where p ¼ rgh,
to po. The pressure gradient across the layer is then p/L, where L is the layer

thickness. The volume flux of water, that is to say, the volume of water coming

out of the sand layer per unit area per unit time, is denoted by q. If the cross-

sectional area of the sand layer is denoted by Ao, then the volume per unit time is

Ao(dw/dt) where dw/dt is the rate at which the surface of the water in the catchment

basin of cross-sectional area Ao below the sand layer is filling with water. The

volume flux q through the layer is then given by q ¼ (1/Ao) Ao(dw/dt) ¼ (dw/dt).
Darcy found that the volume flux q through the sand layer was proportional to the

pressure gradient across the sand layer, p/L. The constant of proportionality k is

called the permeability and it is calculated in the experiment described by the

formula k ¼ qL/p. Replacing p/L by the gradient, (∂p/∂L), Darcy’s law is written

Fig. 1.7 Schematic diagram

showing the conceptual

model of the leg used to

predict the runner’s

performance on a compliant

track. Descending commands

from the cortex, brain stem,

and spinal centers (acting to

crank the rack and pinion) are

assumed to be separate from

the mechanical properties of

the muscles plus local reflexes

(parallel spring and dashpot).
From McMahon and

Greene (1979)
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q ¼ �k ð@p=@xÞ; (1.6)

where L has been replaced by the coordinate x in the formation of the one-

dimensional gradient operator. The minus sign is placed in (1.6) so that the

permeability k is positive. The fluid flow is always from regions of higher fluid

pressure to regions of lower fluid pressure, hence the pressure gradient in (1.6) is

always negative. The combination of the minus sign in (1.6) and the always-

negative pressure gradient mean the volume flow rate q is always positive.

The constitutive idea of the permeability element (Fig. 1.6c) is that of a

distributed volumetric resistance to flow throughout the layer thickness L of the

porous medium. When a compressive force F is applied to the piston of the

permeability element, the water in the chamber under the piston is subjected to a

higher pressure and a pressure difference p þ po is created between the inside of the
chamber and the air pressure po outside. The water in the chamber then flows from

the high-pressure region p þ po to the low-pressure region po and it passes out of

the chamber through the hole in the piston. This process continues until all the water

has been ejected from the chamber, the piston has moved to the bottom of the

cylinder and the chamber no longer exists. The volume flow rate q is the uniform

fluid velocity over the cross-section Ao of the orifice in the piston. The pressure

Fig. 1.8 An illustration of an experimental determination of the permeability of a sand layer
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difference between the fluid chamber and the outside air is p, thus q ¼ k(p/L) ¼
k(∂p/∂L) where k is the permeability constant.

Example 1.8.1

Show that, from the viewpoint of the relationship between applied force F and time

rate of change of the deflection (dx/dt), the permeability element is equivalent to a

dashpot element characterized by the constant �. An equivalent statement of the

problem would be to show that the dashpot constant Z of the permeability element

(Fig. 1.6c) is related to the permeability k by � ¼ A2

Ao

L
k where A is the area of the

piston in the permeability element, L is the thickness of the piston, and Ao is the

cross-sectional area of the orifice in the piston.

Solution: To show this, first note that a force balance applied to a free object

diagram of the piston of the permeability element (Fig. 1.6c) shows that F ¼ pA
where A is the cross-sectional area of the piston. If dx/dt denotes the time rate of

changes of the downward movement of the piston and q the volume flow rate

through the orifice in the piston, then three different representations of the time rate

of change of the fluid volume in the cylinder chamber are given by

dV

dt
¼ �A

dx

dt
¼ �qAo

where Ao is the cross-sectional area of the piston orifice. It follows that q, the
volume flow rate per unit area through the orifice, may be expressed as

q ¼ A

Ao

dx

dt
:

Combining this result with F ¼ pA and q ¼ k(p/L), a constitutive relation for

the dashpot of the form, F ¼ �(dx/dt), is again obtained but with

� ¼ A2

Ao

L

k
:

This result identifies the source of the dashpot-like viscous loss in the perme-

ability element as fluid movement. The velocity of the fluid movement and the fluid

pressure are the primary parameters in the permeability element; the applied force

and the piston deflection associated with the dashpot element are secondary. It will

come as no surprise that the permeability element will often behave just like a

dashpot element. However the permeability element is not the same as the dashpot

element because the source of the viscous loss is identified as fluid movement in the

permeability element and it is unspecified in the dashpot element.
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Each of the three lumped parameter models described has been characterized by

a single constitutive parameter, namely the spring constant, the damping constant,

and the permeability constant. The next higher level of lumped parameter models is

characterized by combinations of these elementary models with two constitutive

parameters, and the level after that by three-parameter models. There are models

with more than three parameters, but they are less useful. The three two-parameter

models of interest, the Maxwell model, the Voigt model, and the consolidation

model are illustrated in Fig. 1.9. James Clerk Maxwell (1831–1879) was a Scottish

natural philosopher who first formulated the basic equations of electromagnetism

(“The Maxwell Equations”), and Woldemar Voigt (1850–1919) was a German

theoretical physicist who wrote a classic volume on crystal physics. The Maxwell

model is a combination of a spring and a dashpot in series. When a force applied to

a Maxwell model is changed from 0 to a finite value at an instant of time and held

constant thereafter, there is an instantaneous initial elastic extension and then there

is a continued deformation forever as the damper in the dashpot is drawn through

the dashpot cylinder. Thus a Maxwell model exhibits the characteristics of a fluid

with an initial elastic response.

Neither the Maxwell model nor the Voigt models are considered to be particu-

larly good models of the force-deformation-time behavior of real materials.

The Terzaghi consolidation model element is a special lumped two-parameter

model peculiar to soil mechanics (see, for example (Terzaghi 1943)) that has

applications in geomechanics and biomechanics to interstitial water flow in both

hard and soft tissues. The model is constructed by combining a spring element and a

Darcy or permeability element in parallel (Fig. 1.9c). It was developed by Karl

Terzaghi (1883–1963) about 1923 to explain the settlement or consolidation of the

soils under the foundations of buildings built on porous, water-saturated soils.

A sponge easily illustrates the mechanical principles involved. If the sponge is

waterlogged, then its compression under loading can only proceed as fast as the

water can drain from the sponge. When a load is initially placed on the piston in

Fig. 1.9 Lumped two-

parameter models.

(a) The Maxwell element;

(b) the Voigt element; and

(c) the consolidation or

Terzaghi element
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Fig. 1.9c the spring supporting the piston initially takes none of the load because it

cannot deflect. It cannot deflect because the piston cannot move due to the fact that

the cylinder chamber is filled with a relatively incompressible liquid (water).

However, once the water has a chance to exit the cylinder through the orifice in

the piston, then it is possible for the piston to begin to move downward under the

action of the applied compressive loading. This process of consolidation or settle-

ment proceeds until the spring has deflected an amount sufficient to create a force

equal to the applied loading. The relation between the force F applied to the piston

of this model and the resulting displacement x of the piston is given by the same

constitutive equation that characterizes the Voigt model if the dashpot viscosity � in
the Voigt model is replaced by (A2/Ao)(L/k). The application of this model to

articular cartilage is illustrated in Fig. 1.10. This figure illustrates the response of

a sample of articular cartilage when a force applied to the sample is changed from

0 to a finite value at an instant of time and held constant thereafter. Like the Voigt

Fig. 1.10 The application of the Terzaghi model to articular cartilage. On the bottom left the

applied stress history is illustrated. A constant stress (so) is applied to a sample of articular

cartilage at an instant of time and held constant thereafter. The creep response of the

sample under this loading is illustrated on the bottom right. At the top are drawings of the sample

illustrating the tissue response. From these illustrations one can see that the creep is accompanied

by exudation of the fluid from the sample and that the rate of exudation decreases over time from

point A to B to C. At equilibrium the flow ceases and the load is borne entirely by the solid matrix

(point C) and the water carries none of the load (due to the fact that any pressure in the water would

cause it to flow out of the matrix) (From Nordin and Frankel (1989))
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element under the same loading, there is no instantaneous deflection, but a creeping

deflection begins under the constant applied stress and proceeds asymptotically to a

rest value. There is only one lumped three-parameter element of interest, the

standard linear solid (SLS, Fig. 1.11).

Example 1.8.2

Using the Fig. 1.11 as a guide, derive the differential equation of the governing

force–deflection relationship of the standard linear solid.

Solution: Let FL and FR denote the force in the two branches, left and right, of the

standard linear solid; the total force F is then given by F ¼ FL þ FR. Let x denote
the overall deflection of the standard linear solid element; the deflections in both

branches must be equal; the horizontal cross-bars in spring-dashpot models are not

allowed to rotate. The total deflection in the right branch is the sum, x, of the

deflection of the dashpot, xD, and the deflection of the spring, xS; thus x ¼ xD þ xS.
The equations describing the behavior of the three constituent elements are

FL ¼ k x, FR ¼ kRxS and FR ¼ � (dxD/dt), respectively. Note that the force in the

two elements on the right branch must be the same. These equations are combined

in the following manner. First, note that from FR ¼ kRxS it follows that (dxS/dt)
¼ (1/kR)(dFR/dt), from FR ¼ �(dxD/dt) it follows that (dxD/dt) ¼ (1/�)FR, and

from x ¼ xD þ xS it follows that (dx/dt) ¼ (dxD/dt) þ (dxS/dt). Combining these

results it follows that

(dx=dtÞ ¼ ð1=�ÞFR þ ð1=kR)(dFR=dtÞ:

F

k

kR

η

Fig. 1.11 The standard linear

solid
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Now from the equation for the sumof the forces in the two branches (F ¼ FL þ FR)

it follows thatFR ¼ F�FL and sinceFL ¼ k x, FR ¼ F�k x. Substituting this equation
for FR in the equation involving FR above it follows that

Fþ ð�=kR)(dF=dtÞ ¼ kxþ � ð1þ k=kRÞ (dx=dtÞ: (1.7)

The physical implications of the constant parameters characterizing the standard

linear solid are easier to understand if the constants � and kR are redefined in terms

of time constants. To that end (1.7) is rewritten in the form

Fþ tx
dF

dt
¼ k xþ tF

dx

dt

� �
; (1.8)

where tx and tF are material time constants defined by

tx ¼ �

kR
and tF ¼ �

k
1þ k

kR

� �
¼ �

k
þ tx (1.9)

These material time constants will be shown to have interpretations as the

characteristic relaxation times of the load associated with a steady, constant deflec-

tion and the deflection associated with a steady, constant load, respectively. Note

that, from the definitions, tF > tx since �, k, and kR are positive.■
The standard linear solid, characterized by the linear differential equation (1.8),

provides a reasonable first model for the phenomena of creep under constant load

and stress relaxation under constant deflection, phenomena observed in many

materials. The creep function is the increase in time of the deflection x(t) when a

unit force is applied to the element at t ¼ 0 and held constant forever. The

relaxation function is the decrease in time of the force F(t) when a unit deflection

is applied to the element at t ¼ 0 and held constant forever. The creep and

relaxation functions for the standard linear solid are obtained from solving the

governing differential equation (1.8). In Sect. A.16 of the Appendix the Laplace

transform method (Thomson 1960) for solving the differential equation (1.8) is

described; this is the simplest method of solution. In Sect. A.17 of the Appendix the

more complicated approach of using direct integration is described. The creep

function is the solution of (1.8) for x(t) when F(t) is specified to be the unit step

function h(t) and the relaxation function is the solution of (1.8) for F(t) when x(t) is
specified to be the unit step function h(t) (see (A219) in the Appendix for a

definition of the unit step function). The unit step function h(t) is therefore

employed in the representation of deflection history x(t) to obtain the creep function
c(t) as well as in the representation of the force history F(t) to obtain the relaxation
function r(t). The creep function c(t) for the standard linear solid is given by

cðtÞ ¼ hðtÞ
k

1� 1� tx
tF

� �
e�t=tF

� �
: (1.10)
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From this result it may be seen that tF is indeed the characteristic relaxation

time of the deflection at constant load. Plots of the creep function c(t) (multiplied

by the spring constant k) against the dimensionless time ratio t/tF for different

ratios of tx/tF are shown in Fig. 1.12. Because the values of tx/tF are restricted by
0 < tx/tF < 1, the plots in Fig. 1.12 are, from bottom to top, for values of tx/tF
equal to 0.1, 0.3, 0.5, 0.7, and 0.9. The relaxation function for the standard linear

solid is given by

rðtÞ ¼ k 1þ tF
tx

� 1

� �
e�t=tx

� �
hðtÞ: (1.11)

From this result it may be seen that tx is indeed the characteristic relaxation time

of the load at constant deflection. Plots of the relaxation function r(t), divided by the
spring constant k, against the dimensionless time ratio t/tx for different ratios of
tx/tF are shown in Fig. 1.13. The values of tx/tF employed are 0.1, 0.3, 0.5, 0.7, and

0.9; the same values as in Fig. 1.12.

Higher order lumped parameter models are obtained by combining the lower

order models described above. There is a strong caveat against the process of

combining elementary lumped parameter models to build higher order models.

The caveat is that the number of parameters increases and defeats the advantage

of simplicity of the lumped parameter model. Thus, the standard linear solid

considered is the most reasonable of the spring and dashpot models as a first

approximation of the force-deformation-time behavior of real materials.

1

0.8

0.6

0.4

0.2

0.5 1 1.5 2 2.5 3

k c(t)

Fig. 1.12 The creep function. This is a plot of the spring constant k times the creep function c(t),

on the abscissa, against the dimensionless time ratio t/tF on the ordinate. See (1.10). The five

curves are for different ratios of tx/tF. Since 0 < tx/tF < 1 the plots, from bottom to top are for

values of tx/tF equal to 0.1, 0.3, 0.5, 0.7 and 0.9
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Problems

1.8.1. Show that the constitutive relation governing the Maxwell element is F þ (�/
k)(dF/dt) ¼ �(dx/dt).

1.8.2. Show that the constitutive relation governing the Voigt element is F ¼ k
x þ �(dx/dt).

1.8.3. Show that the creep function for the Maxwell element is c(t) ¼ [(1/k) þ (t/
�)]h(t).

1.8.4. Show that the creep function for the Voigt element is c(t) ¼ (1/k)[1–exp(�kt/
�)]h(t).

1.8.5. Show that the relaxation function for the Maxwell element is r(t) ¼ k[exp
(�kt/�)]h(t).

1.8.6. Show that the relation between the compressive force F applied to the piston

of the Terzaghi or consolidation element and the resulting compressive

displacement x of the piston is given by the same constitutive equation that

characterizes the Voigt model, namely F ¼ k x þ �(dx/dt), if the dashpot

viscosity � in the Voigt model is replaced by (A2/Ao)(h/k) where A is the

cross-sectional area of the piston, Ao is the cross-sectional area of the hole in

the piston, h the thickness of the piston, and k is the permeability constant.

1.8.7. Show that the relaxation function for the standard linear solid element is r
(t) ¼ k[1 þ ((tF/tx)�1) exp(�t/tx)] h(t).

1.8.8. Sketch the deflection of each of the three models shown in Fig. 1.9 to the

following loading regime: before t ¼ 0 the load is 0, at t ¼ 0 the load is

4

3.5

3

2.5

2

1.5

0.5 1 1.5 2 2.5 3

t/tF

Fig. 1.13 The relaxation function. This is a plot of the relaxation function r(t), divided by the

spring constant k, against the dimensionless time ratio on the ordinate. See equation (1.11).

The five curves are for different ratios of tx/tF. Since 0 < t x/tF < 1 the plots, from the top to

the bottom are for values of tx/tF equal to 0.1, 0.3, 0.5, 0.7 and 0.9. The top curve, tx/tF ¼ 0.1, will

intersect the abscissa a little above the value r(t)/k ¼ 10.
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increased to F and held at that value until t ¼ T when it is decreased to

0 again and held at 0 thereafter.

1.8.9. In Example 1.8.1 a calculation was presented that mathematically equated the

permeability element and the dashpot element. However, the two elements do

not appear to be the same. How do they differ? How are they similar?

1.9 The Limits of Reductionism and Determinism

A basic method of approach in science and engineering is reductionism. The

philosophy of this approach is to decompose the object of study into its constituent

parts, analyze each part separately, then reconstruct the object and predict its

response to stimuli from a knowledge of response of the constituent parts to stimuli.

Mathematically, such a prediction of the response of the object from the superposi-

tion of the response of its constituent parts generally implies a linear model.

An example is the stress analysis of a large bridge that is accomplished by

decomposing the bridge into bars, beams, girders, and cables and analyzing the

structural capacity of each of these constituents individually. Since reductionism is

the philosophy followed in this book, it is appropriate to mention some general and

some specific caveats. The prime caveat is that the mathematical model of the

system may be non-linear and that superposition of different responses from

different stimuli is not a valid assumption.

Determinism is the philosophical proposition that every event, including human

cognition and behavior, decision and action, is causally determined by prior

occurrences. In the more restricted domain of mechanics, determinism is the idea

that future mechanical events are predetermined by previous events. The philosophi-

cal concept of determinism is embedded in the representation of the motion of an

object employed inmechanics and described in the following chapter. As the concept

of determinism is employed in classical mechanics, it is the view of the determinism

of the eighteenth century. The quote of the Marquis Pierre-Simon de Laplace

(1759–1827) at the beginning of the next chapter captures the nineteenth century

idea of determinism. In the nineteenth century the eighteenth century idea was

modified by the Heisenberg uncertainty principle, the realization that certain pairs

of physical properties, like position and momentum, cannot both be known to

arbitrary precision. The greater the precision in measuring one variable limits

or compromises the ability to measure the other. The idea of the uncertainty principle

is also applied to the situation in which the measurement of a variable in an experi-

mental situation distorts the experimental situation. Laplace’s concept of determin-

ism was also eroded in the twentieth century by the discovery of extreme sensitivity

to starting or initial conditions for differential equations known as “chaos.”

The quote of the Marquis Pierre-Simon de Laplace (1759–1827) at the beginning

of the next chapter captures the idea of determinism underlying the representation

(2.2). All the material in this book is based on the idealistic deterministic extreme
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suggested in the quote of Laplace. The limitations on this idea just stated emphasize

a limitation on the character of the models of nature that will be described.
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Chapter 2

Basic Continuum Kinematics

The theme of this chapter was statedwith exuberance and in an idealistic deterministic

extreme by Marquis Pierre-Simon de Laplace (1759–1827): “Thus, we must con-

sider the present state of the universe as the effect of its previous state and as the

cause of those states to follow. An intelligent being which, for a given point in time,

knows all the forces acting upon the universe and the positions of the objects of

which it is composed, supplied with facilities large enough to submit these data to

numerical analysis, would include in the same formula the movements of the largest

bodies of the universe and those of the lightest atom. Nothing would be uncertain for

it, and the past and future would be known to it.”1

2.1 The Deformable Material Model, the Continuum

In the deformable material model all types of motion are permitted, but the

deformational motions are usually the major concern. Consider the image O of an

object in Euclidean space. The object is in a configuration O(0) at t ¼ 0 and in a

configuration O(t) at time t (Fig. 2.1). The mathematical representation of the

motion of a three-dimensional deformable continuum gives a complete history of

the motion of each point P on the object O(0), P � O(0); in words, P � O(0)
means all points P contained in (�) the image of the object, O, at t ¼ 0. In order to

identify each point P in the object O(0) and to follow the movement of that point in

subsequent configurations of the object O(t), each point on an object is given a

reference location in a particular coordinate system, called the reference coordinate

system. The selection of the reference configuration is the choice of the modeler;

here the reference configuration is taken as the configuration of the object at time

t ¼ 0. To distinguish between the reference location of a point on an object and a

location of the same point at a later time, the terminology of “particle” and “place”

1 Translated by John H. Van Drie (http://www.johnvandrie.com).

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_2, # Springer Science+Business Media New York 2013
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of a particle is introduced. Each point P � O(0) in the continuum model of

the object is labeled by its position in the reference configuration (Fig. 2.2).

This procedure assigns a location to each point in the object and such points are

called particles. A position vector of a point in a given coordinate system is a vector

from the origin of coordinates to that point. In this case the reference configuration

is a three-dimensional Cartesian coordinate system with base vectors ea, a ¼ I, II,

III, and coordinates Xa; the position of the particle is described by the vector

X ¼ Xaea:

As a simplifying convention, instead of saying the vector X describes the

position of a particle, we define it to be the particle. Thus the notation X has

replaced the notation P and one can speak of all X � O(0) as a complete represen-

tation of the object in the reference configuration.

EUCLIDEAN 3 D SPACETHE REAL WORLD

Configuration at t = 0

Configuration at time t

O(0)

O(t)

P

Fig. 2.1 Representation of the motion of an object in Euclidean 2D space

X
xc

u
(XI, XII, XIII)

XIII

XII

XI

(x1, x2, x3)

x3

x2

x1

O(0)

O(t)

Fig. 2.2 Details of the representation in Euclidean 2D space
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If the motion of one particle X of an object can be represented, then the motion

of all the particles of the object,X � O(0), can be represented. A second coordinate

system with axes xi, i ¼ 1, 2, 3, and base vectors ei, i ¼ 1, 2, 3, is introduced to

represent the present position of the object O(t); this also represents the present

positions of the particles. The triplet (x1, x2, x3), denoted in the shorthand direct

notation by x, represents the place at time t of the particle X. The motion of the

particle X is then given by

x1 ¼ w1ðXI;XII;XIII; tÞ; x2 ¼ w2ðXI;XII;XIII; tÞ; x3 ¼ w3 ¼ ðXI;XII;XIII; tÞ
(2.1)

which is a set of three scalar-valued functions whose arguments are the particle X

and time t and whose values are the components of the place x at time t of the
particle X. Since X can be any particle in the object, X � O(0), the motion (2.1)

describes the motion of the entire object x � O(t) and (2.1) is thus referred to as the
motion of the object O. In the direct shorthand or vector notation (2.1) is written

x ¼ wðX; tÞ for all X � Oð0Þ: (2.2)

This is called the material description of motion because the material particles X

are the independent variables. Generally the form of the motion, (2.1) or (2.2), is

unknown in a problem, and the prime kinematic assumption for all continuum

models is that such a description of the motion of an object is possible.

However, if the motion is known, then all the kinematic variables of interest

concerning the motion of the object can be calculated from it; this includes

velocities, accelerations, displacements, strains, rates of deformation, etc. The

present, past, and future configurations of the object are all known. The philosophi-

cal concept embedded in the representation (2.2) of a motion is that of determinism.

The determinism of the eighteenth century in physical theory was modified by

humbler notions of “uncertainty” in the nineteenth century and by the discovery of

extreme sensitivity to starting or initial conditions known by the misnomer “chaos”

in the twentieth century. The quote of the Marquis Pierre-Simon de Laplace

(1759–1827) at the beginning of the chapter captures the idea of determinism

underlying the representation (2.2).

A translational rigid object motion is a special case of (2.2) represented by,

x ¼ Xþ hðtÞ for all X � Oð0Þ; (2.3)

where h(t) is a time-dependent vector. A rotational rigid object motion is a special

case of (2.2) represented by

x ¼ QðtÞX; QðtÞQðtÞT ¼ 1 for all X � Oð0Þ; (2.4)

where Q(t) is a time-dependent orthogonal transformation. It follows that a general

rigid object motion is a special case of (2.2) represented by
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x ¼ QðtÞXþ hðtÞ; QðtÞQðtÞT ¼ 1 for all X � Oð0Þ: (2.5)

A motion of the form (2.2) is said to be a planar motion if the particles always

remain in the same plane. In this case (2.2) becomes

x1 ¼ w1ðXI;XII; tÞ; x2 ¼ w2ðXI;XII; tÞ; x3 ¼ XIII: (2.6)

Another subset of the motion is a deformation of an object from one configura-

tion to another, say from the configuration at t ¼ 0 to the configuration at t ¼ t*. In
this case the motion (2.2) becomes a deformation

x ¼ CðXÞ for all X � Oð0Þ; (2.7)

where

CðXÞ ¼ wðX; t�Þ for all X � Oð0Þ: (2.8)

A 3D motion picture or 3D video of the motion of an object may be represented

by a subset of the motion (2.2) because a discrete number of images (frames) per

second are employed,

x ¼ wðX; n=zÞ for all X � Oð0Þ; n ¼ 0; 1; 2; . . . ; (2.9)

where z is the number of images (frames) per second.

Example 2.1.1
Consider the special case of a planar motion given by

x1 ¼ AðtÞXI þ CðtÞXII þ EðtÞ; x2 ¼ DðtÞXI þ BðtÞXII þ FðtÞ; x3 ¼ XIII;

(2.10)

where A(t), B(t), C(t), D(t), E(t), F(t) are arbitrary functions of time. Further

specialize this motion by the selections

AðtÞ ¼ 1þ t; CðtÞ ¼ t; EðtÞ ¼ 3t; BðtÞ ¼ 1þ t; DðtÞ ¼ t; FðtÞ ¼ 2t;

(2.11)

for A(t), B(t), C(t), D(t), E(t), and F(t). With these selections the motion becomes

x1 ¼ ð1þ tÞXI þ tXII þ 3t; x2 ¼ tXI þ ð1þ tÞXII þ 2t; x3 ¼ XIII: (2.12)

The problem is to find the positions of the unit square whose corners are at the

material points (XI, XII) ¼ (0, 0), (XI, XII) ¼ (1, 0), (XI, XII) ¼ (1, 1), (XI, XII) ¼
(0, 1) at times t ¼ 1 and t ¼ 2.

Solution: For convenience let the spatial (x1, x2, x3) and material (XI, XII, XIII)

coordinate systems coincide and then consider the effect of the motion (2.12) on the
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unit square whose corners are at the material points (XI, XII) ¼ (0, 0), (XI, XII) ¼
(1, 0), (XI, XII) ¼ (1, 1), (XI, XII) ¼ (0, 1). At t ¼ 0 the motion (2.12) specifies that

x1 ¼ XI, x2 ¼ XII, and x3 ¼ XIII so that t ¼ 0 has been taken as the reference

configuration. The square at t ¼ 0 is illustrated in Fig. 2.3. At t ¼ 1 the motion

(2.12) specifies the places x of the particles X as follows:

x1 ¼ 2XI þ XII þ 3; x2 ¼ XI þ 2XII þ 2; x3 ¼ XIII:

Thus the particles at the four corners of the unit square have the following new

places x at t ¼ 1:

ð3; 2Þ ¼ wð0; 0Þ; ð5; 3Þ ¼ wð1; 0Þ; ð6; 5Þ ¼ wð1; 1Þ; ð4; 4Þ ¼ wð0; 1Þ:
A sketch of the deformed and translated unit square at t ¼ 1 is shown in Fig. 2.3.

At t ¼ 2 the motion (2.12) specifies the places x of the particles X as follows:

x1 ¼ 3XI þ 2XII þ 6; x2 ¼ 2XI þ 3XII þ 4; x3 ¼ XIII:

Thus the particles at the four corners of the unit square have the following new

places at t ¼ 2:

ð6; 4Þ ¼ wð0; 0Þ; ð9; 6Þ ¼ wð1; 0Þ; ð11; 9Þ ¼ wð1; 1Þ; ð8; 7Þ ¼ wð0; 1Þ:

A sketch of the deformed and translated unit square at t ¼ 2 is shown in Fig. 2.3.

t = 0

10510

1

5

(5, 3)

(6, 5)

(4, 4)

(3, 2)

(9, 6)

(11, 9)

(8, 7)

(6, 4)

0

x1,
XI

x2, XII

t = 1

t = 2

Fig. 2.3 The movement of a square at t ¼ 0 due to the motion (2.12)
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Example 2.1.2
An experimental technique in widespread use in the measurement of the planar

homogeneous motion of a deformable object is to place three markers (dots or

beads) in triangular pattern (so that the markers are not collinear) on the deformable

object before a motion. The initial locations of the three markers are recorded

relative to a fixed laboratory frame of reference as ðXð1Þ
I ,X

ð1Þ
II Þ, ðXð2Þ

I ,X
ð2Þ
II Þ, and ðXð3Þ

I ,

X
ð3Þ
II Þ, Fig. 2.4. If the process is automated a camera is used to follow the motion of

the three markers with time and to digitize the data in real time. The instantaneous

locations of the three markers at a time t is recorded relative to a fixed laboratory

frame of reference as ðxð1Þ1 ðtÞ, xð1Þ2 ðtÞÞ, ðxð2Þ1 ðtÞ, xð2Þ2 ðtÞÞ and ðxð3Þ1 ðtÞ, xð3Þ2 ðtÞÞ, Fig. 2.4.
From these data the experimentalist calculates the time-dependent coefficients A(t),
B(t), C(t), D(t), E(t), and F(t) of the homogeneous planar motion (2.10). Determine

the formulas used in the calculation of the time-dependent coefficients A(t), B(t),

C(t), D(t), E(t), and F(t) from the data ðXð1Þ
I , X

ð1Þ
II Þ, ðXð2Þ

I , X
ð2Þ
II Þ, ðXð3Þ

I , X
ð3Þ
II Þ, (xð1Þ1 ðtÞ,

x
ð1Þ
2 ðtÞÞ, (xð2Þ1 ðtÞ, xð2Þ2 ðtÞÞ, and ðxð3Þ1 ðtÞ, xð3Þ2 ðtÞÞ.
Solution: The data on the motion of each marker provide two equations that may be

used for the determination of the time-dependent coefficients. Since there are three

markers, a total of six equations is obtained. Three markers are used because it is

known that six equations will be needed to solve the linear system of equations for

the six unknowns, A(t), B(t), C(t),D(t), E(t), and F(t). Using the notation for the data
and the representation of the homogeneous planar motion (2.10), these six

equations are as follows:

x
ð1Þ
1 ðtÞ ¼ AðtÞXð1Þ

I þ CðtÞXð1Þ
II þ EðtÞ; x

ð1Þ
2 ðtÞ ¼ DðtÞXð1Þ

I þ BðtÞXð1Þ
II þ FðtÞ;

x
ð2Þ
1 ðtÞ ¼ AðtÞXð2Þ

I þ CðtÞXð2Þ
II þ EðtÞ; x

ð2Þ
2 ðtÞ ¼ DðtÞXð2Þ

I þ BðtÞXð2Þ
II þ FðtÞ;

x
ð3Þ
1 ðtÞ ¼ AðtÞXð3Þ

I þ CðtÞXð3Þ
II þ EðtÞ; x

ð3Þ
2 ðtÞ ¼ DðtÞXð3Þ

I þ BðtÞXð3Þ
II þ FðtÞ:

X(2)

X(3)

X(1) x(1)

x(2)

x(3)

DEFORMATION
OR MOTION

Fig. 2.4 The experimental measurement of a planar homogeneous motion. The reference frame is

the laboratory reference frame. The three initial positions (X(1), X(2), X(3)) of the markers are

indicated as well as their positions (x(1), x(2), x(3)) at time t. In many experiments the markers are

attached to a specimen of soft tissue that is undergoing a planar homogeneous motion in order to

quantify the motion
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The solution to these six equations is

AðtÞ ¼ X
ð1Þ
II x

ð2Þ
1 ðtÞ � X

ð1Þ
II x

ð3Þ
1 ðtÞ � X

ð2Þ
II x

ð1Þ
1 ðtÞ þ X

ð2Þ
II x

ð3Þ
1 ðtÞ þ X

ð3Þ
II x

ð1Þ
1 ðtÞ � X

ð3Þ
II x

ð2Þ
1 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

;

BðtÞ ¼ X
ð2Þ
I x

ð1Þ
2 ðtÞ � X

ð3Þ
I x

ð1Þ
2 ðtÞ � X

ð1Þ
I x

ð2Þ
2 ðtÞ þ X

ð3Þ
I x

ð2Þ
2 ðtÞ þ X

ð1Þ
I x

ð3Þ
2 ðtÞ � X

ð2Þ
I x

ð3Þ
2 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

;

CðtÞ ¼ �X
ð1Þ
I x

ð2Þ
1 ðtÞ þ X

ð2Þ
I x

ð1Þ
1 ðtÞ þ X

ð1Þ
I x

ð3Þ
1 ðtÞ � X

ð2Þ
I x

ð3Þ
1 ðtÞ � X

ð3Þ
I x

ð1Þ
1 ðtÞ þ X

ð3Þ
I x

ð2Þ
1 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

;

DðtÞ ¼ X
ð1Þ
II x

ð2Þ
2 ðtÞ � X

ð2Þ
II x

ð1Þ
2 ðtÞ � X

ð1Þ
II x

ð3Þ
2 ðtÞ þ X

ð2Þ
II x

ð3Þ
2 ðtÞ þ X

ð3Þ
II x

ð1Þ
2 ðtÞ � X

ð3Þ
II x

ð2Þ
2 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

;

EðtÞ ¼ X
ð1Þ
II X

ð2Þ
I x

ð3Þ
1 ðtÞ � X

ð1Þ
II X

ð3Þ
I x

ð2Þ
1 ðtÞ � X

ð1Þ
I X

ð2Þ
II x

ð3Þ
1 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

þ X
ð2Þ
II X

ð3Þ
I x

ð1Þ
1 ðtÞ þ X

ð2Þ
II X

ð3Þ
I x

ð2Þ
1 ðtÞ � X

ð2Þ
I X

ð3Þ
II x

ð1Þ
1 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

;

FðtÞ ¼ �X
ð1Þ
II X

ð3Þ
I x

ð2Þ
2 ðtÞ þ X

ð2Þ
II X

ð3Þ
I x

ð1Þ
2 ðtÞ þ X

ð2Þ
I X

ð1Þ
II x

ð3Þ
2 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

þ �X
ð2Þ
II X

ð1Þ
I x

ð3Þ
2 ðtÞ � X

ð3Þ
II X

ð2Þ
I x

ð1Þ
2 ðtÞ þ X

ð1Þ
I X

ð3Þ
II x

ð2Þ
2 ðtÞ

X
ð1Þ
II X

ð2Þ
I � X

ð1Þ
II X

ð3Þ
I � X

ð2Þ
II X

ð1Þ
I þ X

ð2Þ
II X

ð3Þ
I þ X

ð3Þ
II X

ð1Þ
I � X

ð3Þ
II X

ð2Þ
I

:

Example 2.1.3
Consider again the experimental technique described in Example 2.1.2, but in this

case a deformation rather than a motion, Fig. 2.4. Suppose that the initial locations

of the markers are recorded relative to the fixed laboratory frame of reference as

ðXð1Þ
I , X

ð1Þ
II Þ ¼ (0, 0), ðXð2Þ

I , X
ð2Þ
II Þ ¼ (1, 0), and ðXð3Þ

I , X
ð3Þ
II Þ ¼ (0, 1). The deformed

locations of the three markers relative to the same fixed laboratory frame of

reference are ðxð1Þ1 , x
ð1Þ
2 Þ ¼ (1, 2), ðxð2Þ1 , x

ð2Þ
2 Þ ¼ (2, 3.25), and ðxð3Þ1 , x

ð3Þ
2 Þ ¼ (2.5,

3.75). From these data the constant coefficients A, B, C, D, E, and F of the

homogeneous planar deformation (2.10) are determined.

Solution: The solution for the motion coefficients A(t), B(t), C(t),D(t), E(t), and F(t)
obtained in Example 2.1.2 may be used in the solution to this problem. One simply

assigns the time-dependent positions in the formulas for A(t), B(t), C(t), D(t), E(t),

and F(t) to be fixed rather than time dependent by setting ðxð1Þ1 ðtÞ, xð1Þ2 ðtÞÞ ¼ ðxð1Þ1 ,

x
ð1Þ
2 Þ, (xð2Þ1 ðtÞ, xð2Þ2 ðtÞÞ ¼ ðxð2Þ1 , x

ð2Þ
2 Þ, and ðxð3Þ1 ðtÞ, xð3Þ2 ðtÞÞ ¼ ðxð3Þ1 , x

ð3Þ
2 Þ. The coefficients
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are no longer functions of time so they are denoted by A, B, C,D, E, and F. They are

evaluated by substituting the initial and final locations of the set of particles, ðXð1Þ
I ,

X
ð1Þ
II Þ ¼ (0, 0), ðXð2Þ

I ,X
ð2Þ
II Þ ¼ (1, 0), ðXð3Þ

I ,X
ð3Þ
II Þ ¼ (0, 1), and ðxð1Þ1 ,x

ð1Þ
2 Þ ¼ (1, 2), ðxð2Þ1 ,

x
ð2Þ
2 Þ ¼ (2, 3.25), ðxð3Þ1 , x

ð3Þ
2 Þ ¼ (2.5, 3.75), respectively, into the last set of equations

in Example 2.1.2. The values obtained are A ¼ 1, B ¼ 1.75, C ¼ 1.5, D ¼ 1.25,

E ¼ 1, and F ¼ 2 and they are obtained by substituting the values for the relevant

points given in the statement of the problem above into the last set of equations in

Example 2.1.2. The planar homogeneous deformation then has the representation

x1 ¼ 2XI þ 1:5XII þ 1; x2 ¼ 1:25XI þ 1:75XII þ 2; x3 ¼ XIII;

which is a particular case of (2.10) To double check this calculation one can check

to see if each marker is mapped correctly from its initial position to its final

position.

There are two coordinate systems with respect to which a gradient may be taken,

either the spatial coordinate system x, (x1, x2, x3), or the reference material coordi-

nate system X, (XI, XII, XIII). To distinguish between gradients with respect to these

two systems, the usual gradient symbol ∇ will be used to indicate a gradient with

respect to the spatial coordinate system x, and the gradient symbol ∇O with a

subscripted boldface O will indicate a gradient with respect to the material coordi-

nate system X. The (material) deformation gradient tensor F is defined by

F ¼ ½rO � wðX; tÞ�T for all X � Oð0Þ: (2.13)

The (spatial) inverse deformation gradient tensor F�1 is defined by

F�1 ¼ ½r � w�1 ðx; tÞ�T for all x � OðtÞ; (2.14)

where

X ¼ w�1 ðx; tÞ for all x � OðtÞ (2.15)

is the inverse of the motion (2.2). The components of F and F�1 are

F ¼ @xi
@Xa

� �
¼

@x1
@XI

@x1
@XII

@x1
@XIII

@x2
@XI

@x2
@XII

@x2
@XIII

@x3
@XI

@x3
@XII

@x3
@XIII

2
666666664

3
777777775
and F�1 ¼ @Xa

@xi

� �
¼

@XI

@x1

@XI

@x2

@XI

@x3

@XII

@x1

@XII

@x2

@XII

@x3

@XIII

@x1

@XIII

@x2

@XIII

@x3

2
666666664

3
777777775

(2.16)
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respectively. Using the chain rule for partial derivatives it is easy to verify that F�1

is indeed the inverse of F,

FF�1 ¼ F�1F ¼ 1: (2.17)

Recall that any motion can be decomposed into a sum of a translational,

rotational, and deformational motion. The deformation gradient tensors remove

the translational motion as may be easily seen because the translational motion is a

separate function of time (cf., e.g., 2.2) that must be independent of the particle X.

Thus only the rotational motion and the deformational motion determine F. If

F ¼ 1 there are no rotational or deformational motions. If F ¼ Q(t), Q(t)Q
(t)T ¼ 1, it follows from (2.4) that the motion is purely rotational and there is no

deformational motion. The deformation gradient F is so named because it is a

measure of the deformational motion as long as F 6¼ Q(t). If F ¼ Q(t), then the

motion is rotational and we replace F by Q(t).
The determinant of the tensor of deformation gradients, J, is the Jacobian of the

transformation from x to X, thus

J � Det F ¼ 1=Det F�1; (2.18)

where it is required that

0< J<1 (2.19)

so that a finite continuum volume always remains a finite continuum volume.

If c represents the position vector of the origin of the coordinate system used for

the configuration at time t relative to the origin of the coordinate system used for the

configuration at t ¼ 0, then the displacement vector u of the particle X is given by

(Fig. 2.2),

u ¼ x� Xþ c: (2.20)

The displacement vectors u for all the particles X � O(0) are given by

uðX; tÞ ¼ wðX; tÞ � Xþ cðtÞ; X � Oð0Þ; (2.21)

or by

uðx; tÞ ¼ x� w�1ðx; tÞ þ cðtÞ; x � OðtÞ: (2.22)

Two gradients of the displacement field u may then be calculated, one with

respect to the spatial coordinate system x denoted by the usual gradient symbol ∇
and one with respect to the material coordinate system X denoted by the gradient

symbol ∇O, thus

½rO � uðX; tÞ�T ¼ FðX; tÞ � 1 and ½r � uðx; tÞ�T ¼ 1� F�1ðx; tÞ; (2.23)
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when (2.12) and (2.14) are employed. Often the base vectors of the coordinate

systems X and x are taken to coincide, in which case the position vector c of the

origin of the x system relative to the X system is zero. The selection of the

coordinate system is always the prerogative of the modeler and such selections

are usually made to simplify the analysis of the resulting problem.

Example 2.1.4
Compute the deformation gradient and the inverse deformation gradient for the

motion given by (2.12). Then compute the Jacobian of the motion and both the

spatial and material gradients of the displacement vector.

Solution: The deformation gradients and the inverse deformation gradients for this

motion are obtained from (2.16) to (2.12), thus

F ¼
1þ t t 0

t 1þ t 0

0 0 1

2
64

3
75 and F�1 ¼ 1

1þ 2t

1þ t �t 0

�t 1þ t 0

0 0 1þ 2t

2
64

3
75;

a result that can be verified using FF�1 ¼ 1 or F�1F ¼ 1. It is then easy to show

that J ¼ 1 þ 2t. It also follows from (2.22) that

½rO � u�T ¼ t

1 1 0

1 1 0

0 0 0

2
64

3
75 and ½r � u�T ¼ t

1þ 2t

1 1 0

1 1 0

0 0 0

2
64

3
75:

Problems

2.1.1. Sketch the shape and position of the unit square with corners at (0, 0), (1, 0),

(1, 1), and (0, 1) subjected to the motion in (2.10) for the seven special cases,

(a) through (g) below. The shape and position are to be sketched for each of

the indicated values of t.

(a) Translation. A(t) ¼ 1, B(t) ¼ 1, C(t) ¼ 0, D(t) ¼ 0, E(t) ¼ 2t, F(t) ¼ 2t
and values of t ¼ 0, 1, 2.

(b) Uniaxial extension. A(t) ¼ 1 þ t, B(t) ¼ 1, C(t) ¼ 0,D(t) ¼ 0, E(t) ¼ 0,

F(t) ¼ 0 and values of t ¼ 0, 1, 2, 3.

(c) Biaxial extension. A(t) ¼ 1 þ t, B(t) ¼ 1 þ 2t, C(t) ¼ 0, D(t) ¼ 0, E
(t) ¼ 0, F(t) ¼ 0 and values of t ¼ 0, 1, 2.

(d) Simple shearing (R). A(t) ¼ 1, B(t) ¼ 1, C(t) ¼ t, D(t) ¼ 0, E(t) ¼ 0,

F(t) ¼ 0 and values of t ¼ 0, 1, 2.

(e) Simple shearing (U). A(t) ¼ 1, B(t) ¼ 1, C(t) ¼ 0, D(t) ¼ t, E(t) ¼ 0,

F(t) ¼ 0 and values of t ¼ 0, 1, 2.

(f) Rigid Rotation (cw). A(t) ¼ cos (pt/2), B(t) ¼ cos (pt/2), C(t) ¼ sin(pt/
2), D(t) ¼ �sin(pt/2), E(t) ¼ 0, F(t) ¼ 0 and values of t ¼ 0, 1, 2, 3, 4.
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(g) Rigid rotation (ccw). A(t) ¼ cos (pt/2), B(t) ¼ cos(pt/2), C(t) ¼ �sin(pt/
2), D(t) ¼ sin(pt/2), E(t) ¼ 0, F(t) ¼ 0 and values of t ¼ 0, 1, 2, 3, 4.

2.1.2. Sketch the shape and position of the square with corners at (�1,�1), (1,�1),

(1, 1), and (�1, 1) at times t ¼ 0, 1, 2, 3, 4. The square is subjected to the

motion in (2.10) with the values of A(t), B(t), C(t), D(t), E(t), and F(t) being
those given in 2.1(f), the rigid rotation (clockwise) motion.

2.1.3. For the six motions of the form (2.10) given in Problem 2.1.1, namely 2.1.1

(a) through 2.1.1(f), compute the deformation gradient tensor F, its Jacobian

J, and its inverse F�1. Discuss briefly the significance of each of the tensors

computed. In particular, explain the form or value of the deformation

gradient tensor F in terms of the motion.

2.1.4. Using the planar homogeneous deformation (2.10), with the values of A, B,
C, D, E, and F calculated in Example 2.1.2, show that deformation (2.10)

predicts the final positions of the three markers when the initial marker

locations ðXð1Þ
I , X

ð1Þ
II Þ ¼ (0, 0), ðXð2Þ

I , X
ð2Þ
II Þ ¼ (1, 0), and ðXð3Þ

I , X
ð3Þ
II Þ ¼

(0, 1) are substituted into it.

2.1.5. In Example 2.1.2 an experimental technique in widespread use in the mea-

surement of the planar homogeneous motion of the deformable object was

described and a system of equations was set and solved to determine the

time-dependent parameters appearing in the equations describing the planar

homogeneous motion. Consider the same problem when the problem is not

planar, but three-dimensional. How many markers are necessary in three

dimensions and how must the markers be arranged so that they provide the

information necessary to determine the time-dependent parameters

appearing in the equations describing the three-dimensional homogeneous

motion? Explain the process.

2.2 Rates of Change and the Spatial Representation

of Motion

The velocity v and acceleration a of a particle X are defined by

v ¼ _x ¼ @w
@t

����
X fixed

; a ¼ €x ¼ @2w
@t2

����
X fixed

; (2.24)

where X is held fixed because it is the velocity or acceleration of that particular

particle that is being determined. The spatial description of motion (as opposed

to the material description of motion represented by (2.2)) is obtained by solving

(2.2) for X,
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X ¼ w�1ðx; tÞ for all X � Oð0Þ (2.25)

and substituting the result into the first of the expressions (2.24) for the velocity;

thus v ¼ _x ¼ _wðX; tÞ becomes

v ¼ _x ¼ _wðw�1ðx; tÞ; tÞ ¼ vðx; tÞ (2.26a)

or

vðx; tÞ ¼ vðw1�1ðx; tÞ; w2�1ðx; tÞ; w3�1ðx; tÞ; tÞ; (2.26b)

which emphasizes that the time dependence of the spatial representation of velocity

is both explicit and implicit. This representation of the velocity with the places x as

independent variables is called the spatial representation of motion. A quantity is

said to be in the spatial representation if its independent variables are the places x

and not the particles X. In the material representation the independent variables

are the particles X; compare the material description of motion, (2.2), with (2.26).

The material time derivative is the time derivative following the material particle

X; it is denoted by a superposed dot orD/Dt and it is defined as the partial derivative
with respect to time with X held constant. The material time derivative is easy to

calculate in the material representation. It is more complicated to calculate in

the spatial representation. To determine the acceleration in the spatial representa-

tion we must calculate the material time rate of the spatial representation of velocity

(2.26). The notation D/Dt introduced above is illustrated using the definitions

of (2.24):

a ¼ @2w
@t2

����
X fixed

¼ @v

@t

����
X fixed

� Dv

Dt
: (2.27)

A formula for Dv/Dt is obtained by observing the explicit and implicit time

dependence of the spatial representation of velocity (2.26b) and noting that the time

derivative associated with the implicit dependencies may be obtained using the

chain rule, thus

Dv

Dt
¼ @v

@t

����
x fixed

þ @v

@xi

@xi
@t

����
X fixed

¼ @v

@t

����
x fixed

þ @v

@xi
vi; (2.28)

a result that may be written more simply as

Dv

Dt
¼ @v

@t

����
x fixed

þ v � rv: (2.29)
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The time rate computed by holding the places x fixed is called the local time rate.

In general, the material time rate is related to the local time rate by the following

operator expression that follows from (2.29),

D

Dt
¼ @

@t

����
x fixed

þ v � r; (2.30)

where D/Dt is the material time rate of change, ∂/∂t is the local time rate of change

and v�∇ determines the convective change of the quantity.

The second order tensor formed by taking the spatial gradient of the velocity

field v ¼ v(x, t) is called the tensor of velocity gradients and is denoted by L, thus

L ¼ r� v½ �T ¼ @vi
@xj

� �
¼

@v1
@x1

@v1
@x2

@v1
@x3

@v2
@x1

@v2
@x2

@v2
@x3

@v3
@x1

@v3
@x2

@v3
@x3

2
66666664

3
77777775
: (2.31)

L is decomposed into a symmetric partD called the rate-of-deformation tensor, and
a skew symmetric part W called the spin tensor, thus

L ¼ DþW; D ¼ ð1=2ÞðLþ LTÞ; W ¼ ð1=2ÞðL� LTÞ: (2.32)

The three nonzero components of W can be formed into an axial vector (1/2)

(∇ 	 v) which represents the local rotational motion and is called the angular

velocity or one-half the vorticity.

The rate-of-deformation tensor D defined by the second of (2.32) has the

component representation

D ¼ 1

2

@vj
@xi

þ @vi
@xj

� �
¼ 1

2

2
@v1
@x1

@v1
@x2

þ @v2
@x1

@v1
@x3

þ @v3
@x1

@v1
@x2

þ @v2
@x1

2
@v2
@x2

@v2
@x3

þ @v3
@x2

@v1
@x3

þ @v3
@x1

@v2
@x3

þ @v3
@x2

2
@v3
@x3

2
66666664

3
77777775
: (2.33)

The components of D along the diagonal are called normal rates of deformation

and the components off the diagonal are called shear rates of deformation. The

normal rates of deformation, D11, D22, and D33, are measures of instantaneous time

rate of change of the material filament instantaneously coincident with the 1, 2, and

3 axes, respectively, and the shear rates of deformation,D23,D13, andD12, are equal

to one-half the time rate of decrease in an originally right angle between material
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filaments instantaneously situate upon the 2 and 3 axes, the 1 and 3 axes, and the 1

and 2 axes, respectively.

The rate-of-deformation tensor D represents instantaneous rates of change, that

is to say how much a quantity is changing compared to its present size. Let dx1 be a
vector of infinitesimal length representing the present position of an infinitesimal

material filament coinciding with the x1 at time t, Fig. 2.5. The instantaneous time

rate of change of the material filament instantaneously coincident with dx1 is

dv1 ¼ D11dx1, a result that follows from the entry in the first column and first

row of (2.33). The expression dv1 ¼ D11dx1 shows dv1 as a linear function of dx1 at
any point x and time t. Thus the geometric interpretation ofD11 ¼ (d _x1/dx1) is that it
is the instantaneous time rate of change of dx1 at time t relative to dx1 at time t.
Similar geometric interpretations exist for D22 and D33.

The geometric interpretation of the normal rate of shearing components D11,

D22, and D33 is easily extended to obtain a geometric interpretation of the trace of D

which is also the divergence of the velocity, tr D ¼ ∇�v. If dv represents an

element of volume in the spatial coordinate system, dv ¼ dx1dx2dx3 (Fig. 2.6),

the material time rate of change of dv can be computed using the type of formula

developed in the previous paragraph; d _x1 ¼ D11dx1, d _x2 ¼ D22dx2, and d _x3 ¼
D33dx3, thus

d _v ¼ D

Dt
ðdx1dx2dx3Þ ¼ ðD11 þ D22 þ D33Þdx1dx2dx3 ¼ ðtr DÞdv (2.34)

or, noting from the definition of D that

trD ¼ D11 þ D22 þ D33 ¼ r � v ¼ div v (2.35)

it follows that

trD ¼ r � v ¼ d _v

dv
: (2.36)

dx1

dx1/dt

Fig. 2.5 An illustration for the geometric interpretation of the D11 component of the rate-of-

deformation tensor D. A vector of infinitesimal length representing the present position of an

infinitesimal material filament coinciding with the x1 at time t is denoted by dx1. The instantaneous
time rate of change of the material filament instantaneously coincident with dx1 is dv1 ¼ D11dx1.
The expression dv1 ¼ D11dx1 shows dv1 as a linear function of dx1 at any point x and time t. Thus
the geometric interpretation ofD11 ¼ ðd _x1=dx1Þ is that it is the instantaneous time rate of change of

dx1 at time t relative to dx1 at time t
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Thus the ∇�v or trD have the geometric interpretation as the instantaneous time

rate of change of material volume. Another way of viewing this result is to say that

the divergence of the velocity field is the time rate of change of a material volume

relative to how large it is at the instant (2.35).

The off-diagonal components of the rate-of-deformation tensor, for example

D12, represent rates of shearing. D12 is equal to one-half the time rate of decrease

in an originally right angle between the filaments dx(1) and dx(2), Fig. 2.7. To see

this, note that the dot product of material filaments dx(1) and dx(2) axes may

be written as

dxð1Þ � dxð2Þ ¼ jdxð1Þjjdxð2Þj cos y12;

where y12 is the angle between the two filaments. In the calculation of the material

time derivative of the dot product above, dxð1Þ � dxð2Þ, we will employ the formula

dvi ¼ d _xi ¼ Lijdxj that follows from (2.31). The material time derivative of both

sides of the equation above is then computed;

D

Dt
ðdxð1Þ � dxð2ÞÞ ¼ d _xð1Þ � dxð2Þ þ dxð1Þ � d _xð2Þ

¼ Lijdxjð1Þdx2ð2Þ þ dxið1ÞLijdxjð2Þ ¼ 2Dijdxið1Þdxjð2Þ
¼ jd _xð1Þjjdxð2Þj cos y12 þ jdxð1Þjjd _xð2Þj cos y12
� _y12jdxð1Þjjdxð2Þj sin y12

and, since we are interested in the instant that y12 ¼ p/2, it follows that

dx1

dx1/dt

dx3/dt

dx3

dx2

dx2/dt

Fig. 2.6 Illustration for the geometric interpretation of the trace of the rate-of-deformation tensor

D as the instantaneous time rate of change of volume. The material time rate of change of an

element of volume in the spatial coordinate system, dv ¼ dx1dx2dx3, is shown to be d _v ¼ trDdv
¼ r � udv, thus the ∇�v or trD has the geometric interpretation as the instantaneous time rate of

change of material volume
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2Dijdxið1Þdxjð2Þ ¼ � _y12 dxð1Þj j dxð2Þj j:

Finally, if we take dxð1Þ ¼ dx1e1 and dxð2Þ ¼ dx2e2 it may be concluded that

D12 ¼ �
_y12
2

;

confirming that D12 is equal to one-half the material time rate of decrease in an

originally right angle between dx1 and dx2. The geometric interpretations of D13

and D23 are similar. These geometric interpretations of the components of D as the

instantaneous time rate of change of filaments, angles, and volume are the rationale

for calling D the rate of deformation tensor.

Example 2.2.1
Calculate the velocity and acceleration in the material representation of the motion

(2.12) of Example 2.1.1, then determine the spatial representation. Verify that the

acceleration computed in the spatial representation is the same as the acceleration

computed in the material representation. Calculate the tensor of velocity gradients

L, the rate of deformation tensor D, and the spin tensor W for this motion.

Solution: The velocity and acceleration for this motion are given by (2.24) as

_x1 ¼ XI þ XII þ 3; _x2 ¼ XI þ XII þ 2; _x3 ¼ 0; €x1 ¼ €x2 ¼ €x3 ¼ 0:

In order to find the spatial representation for this motion we must invert the

system of equations (2.12) representing the motion, thus

dx1

dx1/dtdx2

dx2/dt

θ12

Fig. 2.7 An illustration for the geometric interpretation of the rate of shearing strain component

D12 of the rate-of-deformation tensor D. The heavy black lines represent two material filaments of

infinitesimal length that are instantaneously perpendicular. The thin black lines represent the same

two material filaments in the next instant. The instantaneous time rate of change of the angle

between the two material filaments, the rate at which the two filaments are coming together or

separating is _y12. The geometric interpretation of D12 is that it is one half the instantaneous time of

decrease in an originally right angle between dx1 and dx2, D12 ¼ � _y12=2
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XI ¼ 1

1þ 2t
fð1þ tÞx1 � tx2 � t2 � 3tg;

XII ¼ 1

1þ 2t
f�tx1 þ ð1þ tÞx2 þ t2 � 2tg; XIII ¼ x3

then, substituting these expressions into the previous equations for the velocities,

the spatial representation of this motion is obtained:

v1 ¼ 1

1þ 2t
fx1 þ x2 þ 3þ tg; v2 ¼ 1

1þ 2t
fx1 þ x2 þ 2� tg; v3 ¼ 0:

It is known from the first calculation in this example that this motion is one of

zero acceleration, €x1 ¼ €x2 ¼ €x3 ¼ 0 . This may be verified by calculating the

acceleration of the spatial representation of the motion above using the material

time derivative (2.29), thus

a1 ¼ @v1
@t

þ v1
@v1
@x1

þ v2
@v1
@x2

þ v3
@v1
@x3

¼ �2

ð1þ 2tÞ2 fx1 þ x2 þ 3þ tg þ 1

1þ 2t
þ 1

ð1þ 2tÞ2 f2ðx1 þ x2Þ þ 5g ¼ 0;

a2 ¼ @v2
@t

þ v1
@v2
@x1

þ v2
@v2
@x2

þ v3
@v2
@x3

¼ �2

ð1þ 2tÞ2 fx1 þ x2 þ 2� tg � 1

1þ 2t
þ 1

ð1þ 2tÞ2 f2ðx1 þ x2Þ þ 5g ¼ 0:

The tensor of velocity gradients L for the motion (2.12) is obtained by

substituting the spatial representation for the motion obtained above into

(2.31); thus

L ¼ 1

1þ 2t

1 1 0

1 1 0

0 0 0

2
4

3
5:

The rate-of-deformation tensor D for this motion is equal to L. The spin tensor

W is zero for this motion.

Problems

2.2.1. For the first six motions of the form (2.10) given in Problem 2.1.1, namely

2.1.1(a) through 2.1.1(f), determine the velocity and acceleration in the

material (Lagrangian) representation, the velocity and acceleration in the

spatial (Eulerian) representation, and the three tensors L, D, andW. Discuss

briefly how these algebraic calculations relate to the geometry of the motion.
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2.2.2. The motion of a continuum is given by: x1 ¼ XI þ XIItþ XIIIt
2;

x2 ¼ XII þ XIIItþ XIt
2; x3 ¼ XIII þ XItþ XIIt

2:

(a) Find the inversion of this motion.

(b) Determine the velocity and the acceleration in the material

representation.

(c) Find the velocity in the spatial (Eulerian) representation for this motion.

(d) Find the three tensors L, D, and W for this motion.

(e) Find the tensor of deformation gradients F for this motion.

2.2.3. The motion of a continuum is given by:

x1 ¼ XI þ XII sinðptÞ; x2 ¼ XII � XI sinðptÞ; x3 ¼ XIII:

(a) Determine the deformation gradient F of this deformation.

(b) Determine the instantaneous configuration image of the set of points

(XI)
2 þ (XII)

2 ¼ 1 in the reference configuration.

(c) Describe the geometry of the set of points (XI)
2 þ (XII)

2 ¼ 1 in the

reference configuration and describe what happens to this set of points

in the motion of the continuum as time t increases.

2.3 Infinitesimal Motions

The term infinitesimal motion is used to describe the case when the deformation,

including rotation, is small. This does not mean that the displacement vector is

small; one can have large displacements but small strain infinitesimal motions.

Large displacements associated with small strain infinitesimal motions occur in

very thin long rods. The criterion for infinitesimal motion is that the square of the

gradients of displacement be small compared to the gradients of displacement

themselves. Thus, for infinitesimal motions, the squares and products of the nine

quantities

@u1
@x1

;
@u1
@x2

;
@u1
@x3

;
@u2
@x1

;
@u2
@x2

;
@u2
@x3

;
@u3
@x1

;
@u3
@x2

;
@u3
@x3

(2.37)

must be small compared to their own values. This means, for example, f@u2=@x1g2
is required to be much smaller than @u2=@x1; each such square and product of these
nine quantities is so small that it may be neglected compared to the quantity itself.

Using this criterion of smallness, representations of the kinematics variables for

infinitesimal motions will be developed in this section.

If the motion is infinitesimal the deformation gradient tensor F must not deviate

significantly from the unit tensor 1, the magnitude of the deviation being restricted

by the criterion on the deformation gradients stated in the previous paragraph.
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The deformation gradient Fmay be expressed, using (2.22), in terms of [∇O � u]T,

which is a matrix of components ½@ui=@Xa�, as

F ¼ 1þ ½rO � u�T: (2.38)

Since

rO ¼ FT � r or
@

@Xa
¼ @

@xj

@xj
@Xa

¼ @

@xj
Fja (2.39)

it follows from (2.38) and a result obtained in Appendix A, namely that the

transpose of a product of matrices is equal to the product of the transposed matrices

in reverse order, [AB]T ¼ BTAT, that

F ¼ 1þ ½r � u�T � F: (2.40)

This result may be used as a recursion formula for F. In that role this formula for

F can be substituted into itself once,

F ¼ 1þ ½r � u�T þ ½r � u�T � ½r � u�T � F (2.41)

and then again and again,

F ¼ 1þ ½r � u�T þ ½r � u�T � ½r � u�T þ ½r � u�T � ½r � u�T � ½r � u�T
þ h:o:t:;

(2.42)

where h.o.t. stands for “higher order terms.” If the terms of second order according

to the criterion (2.37) are neglected, the F is approximated by

F 
 1þ ½r � u�T: (2.43)

From (2.22) it is known that

F�1 ¼ 1� ½r � u�T; (2.44)

a formula that is accurate in the approximation because F�F�1 ¼ 1 when terms of

second order are neglected.

Two important conclusions may be made from this result. First, for infinitesimal

motions the difference between the use of material and spatial coordinates is

insignificant, thus X and x are equivalent as are the gradient operators ∇O

and ∇. Concerning these operators note from (2.39) that

rO � u ¼ FT � ½r � u� (2.45)
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and, substituting for F using (2.42),

rO � u ¼ r� uþ ½r � u� � ½r � u�

thus, to neglect terms of second order,

rO � u 
 r� u: (2.46)

For infinitesimal motions, the movement of boundaries due to motion is

neglected because the small movement is equivalent to the difference in the use

of material and spatial coordinates, which is insignificant. Therefore in all the

following considerations of infinitesimal motions the coordinates x will be used

without reference to their material or spatial character, because the result is correct

independent of their character. The second important conclusion is that, for infini-

tesimal motions, F has the representation

F ¼ 1þ ½r � uðx; tÞ�T: (2.47)

In the special case when the infinitesimal motion is a rigid object rotation,

F ¼ Q and Q ¼ 1 þ [∇ � u]T. The requirement that Q be orthogonal, QT�Q ¼
Q�Q T ¼ 1, Q�Q T ¼ (1 þ [∇ � u]T)�(1 þ [∇ � u]T)T ¼ 1 þ [∇ � u]T

þ (∇ � u) þ (∇ � u)T�(∇ � u) ¼ 1, means that

ðr � uÞT þr� u ¼ 0; (2.48)

since (∇ � u)T�(∇ � u) represents terms of the second order terms that are

neglected. Defining the symmetric and skew symmetric parts of∇ � u as E andY,

E ¼ ð1=2Þððr � uÞT þr� uÞ; Y ¼ ð1=2Þððr � uÞT �r� uÞ; (2.49)

it is seen from (2.48) that E must be zero when the infinitesimal motion is a rigid

object rotation. It may also be seen that the orthogonal rotationQ characterizing the

infinitesimal rigid object rotation is given by

Q ¼ 1þ Y; (2.50)

where Y, defined by (2.49), is skew symmetric, Y ¼ �YT, and YYT is a second

order term, since it is a square of the coefficients (2.37) which are neglected

compared to the values of Y.

Returning to the total infinitesimal motion, the definitions (2.49) of E and Ymay

be used to rewrite (2.42) as

F ¼ 1þ Eþ Y: (2.51)

It has been established that F represents only the rotational and deformational

motion because the translational portion of the motion, being independent of the

44 2 Basic Continuum Kinematics



coordinates, was removed by spatial or material differentiation. It has also been

noted that the special case of F ¼ 1 corresponds to no rotational and no deforma-

tional motion. Further it has been shown (2.50) that Y is associated with pure rigid

object rotation. This means that E must be the tensor representing the deformation.

This is indeed the case, as will be shown below. E is called the infinitesimal strain
tensor andY is called the infinitesimal rotation tensor. The representation (2.51) for
the tensor of deformation gradients then demonstrates that, for infinitesimal

motions, F � 1 may be decomposed into the sum of two terms, E and Y, which

represent the deformational and rigid rotational characteristics of the infinitesimal

motion, respectively.

The strain tensor E, defined by the first of (2.49), has the component

representation

E ¼ 1

2

@uj
@xi

þ @ui
@xj

� �
¼ 1

2

2
@u1
@x1

@u1
@x2

þ @u2
@x1

@u1
@x3

þ @u3
@x1

@u1
@x2

þ @u2
@x1

2
@u2
@x2

@u2
@x3

þ @u3
@x2

@u1
@x3

þ @u3
@x1

@u2
@x3

þ @u3
@x2

2
@u3
@x3

2
66666664

3
77777775
: (2.52)

The components of E along the diagonal are called normal strains and the

components off the diagonal are called shear strains. The normal strains, E11, E22,

and E33, are measures of change in length per unit length along the 1, 2 and 3 axes,

respectively, and the shear strains, E23, E13, and E12, are one-half of the changes in

the angle between the 2 and 3 axes, the 1 and 3 axes and the 1 and 2 axes,

respectively.

The geometric interpretation of the components of the strain tensor E stated in

the previous paragraph will be analytically developed here. Let dx1 be a vector of
infinitesimal length representing the present position of an infinitesimal material

filament coinciding with the x1 at time t. The displacement of this material filament

instantaneously coincident with dx1 is du1 ¼ E11dx1, a result that follows from the

entry in the first column and first row of (2.52). The expression du1 ¼ E11dx1 is the
change in length of dx1 as a consequence of the strain as illustrated in Fig. 2.8. Thus
the geometric interpretation of E11 ¼ (du1/dx1) is that it is the change in length per

unit length of dx1. Similar geometric interpretations exist for E22 and E33.

The geometric interpretation of the normal strain components E11, E22 and E33 is

easily extended to obtain a geometric interpretation of the trace of the small strain

tensor tr E, or equivalently the divergence of the displacement field ∇�u, tr E ¼
∇�u. If dvo ¼ dx1dx2dx3 represents an undeformed element of volume (Fig. 2.9),

the deformed volume is given by dv ¼ (dx1 þ du1)(dx2 þ du2)(dx3 þ du3). Using
du1 ¼ E11dx1, du2 ¼ E22dx2 and du3 ¼ E33dx3, the deformed volume is given by

dv ¼ (1 þ E11)(1 þ E22)(1 þ E33)dvo. Expanding dv ¼ (1 þ E11)(1 þ E22)

(1 þ E33)dvo and recognizing that the squares of displacement gradients (2.37)
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may be neglected, it follows that dv ¼ (1 þ trE)dvo. Thus the trE represents the

change in volume per unit volume, (dv � dvo)/dvo.
The off-diagonal components of the strain tensor, for example E12, represent the

shearing strains. E12 is equal to one-half the change in angle that was originally a

right angle between the x1 and x2 axes. To construct this geometric result algebrai-

cally, the unit vectors e1 and e2 are considered, see Fig. 2.10. After deformation

these vectors are Fe1 and Fe2, respectively, or, since F ¼ 1 þ E, the deformed

vectors are given by e1 þ Ee1 and e2 þ Ee2, respectively. The dot product of the

vectors e1 þ Ee1 and e2 þ Ee2 is (e1 þ Ee1)�(e2 þ Ee2) ¼ e1�e2 þ e1�Ee2 þ
e2�Ee1 þ Ee1�Ee2, but since the unit vectors e1 and e2 are orthogonal, e1�e2 ¼ 0,

and also since Ee1�Ee2 is a higher order term because it contains the squares of the

displacement gradients (2.37), this expression reduces to (e1 þ Ee1)�(e2 þ Ee2) ¼
e1�Ee2 þ e2�Ee1. This result is further reduced by noting that e1�Ee2 ¼ e2�Ee1 ¼ E12,

dx1 + du1

dx2 + du2

dx3 + du3

dx1

dx2

dx3

Fig. 2.9 An illustration for the geometric interpretation of the trace of the strain tensor, tr E, or the

divergence of the displacement field,∇�u, trE ¼ ∇�u. The left and right illustrations of this figure
represent the undeformed and deformed configurations, respectively. The heavy black lines
represent the same material filaments in the two configurations. The volume element in the

undeformed configuration is dvo ¼ dx1dx2dx3 and the deformed volume is given by dv ¼ (dx1 þ
du1)(dx2 þ du2)(dx3 þ du3). It may be shown (see text) that dv ¼ (1 þ trE)dvo. Thus the trE

¼ ∇�u represents the change in volume per unit volume, (dv � dvo)/dvo

dx1 dx1 + du1

Fig. 2.8 An illustration for the geometric interpretation of the normal strain component E11.

The left and right illustrations of this figure represent the undeformed and deformed

configurations, respectively. The heavy black line represents the same material filament in the

two configurations. E11 is equal to the change in length per unit length of the filament between

the two configurations. The original length is dx1 and the change in length due to the deformation

is du1, thus E11 ¼ du1/dx1
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thus it follows that (e1 þ Ee1)�(e2 þ Ee2) ¼ 2E12. Recalling the formula (A61) for

the dot product of two vectors, say u and v, as equal to the magnitude of the first times

the magnitude of the second times the cosine of the angle (say z) between them, u � v
¼ uivi ¼ juj � jvj cos z, it follows that 2E12 ¼ je1 þ Ee1j je2 þ Ee2j cos (p/2 � f),
where the angle (p/2 � f) is illustrated in Fig. 2.10. The magnitude of je1 þ Ee1j
is the square root of (e1 þ Ee1)�(e1 þ Ee1) ¼ e1�e1 þ e1�Ee1 þ e1�Ee1 þ Ee1�Ee1,
but since e1�e1 ¼ 1 and Ee1�Ee1 is a higher order term, this reduces to the square root

of 1 þ 2E11, by a parallel of the arguments used above to obtain the formula for 2E12.

At this point a classical approximation is used. This approximation is that 1 þ e

 √(1 þ 2e) if summands of the order e2 may be neglected; the proof of this

approximation follows easily if one squares it. Then, since the square of E11

is a higher order term, the square root of 1 þ 2E11 is given by 1 þ E11, thus 2E12

¼ (1 þ E11)(1 þ E22) cos(p/2 � f) or 2E12 ¼ (1 þ E11)(1 þ E22)sin f or

expanding; 2E12 ¼ sin f þ (E11 þ E22) sin f þ E11E22 sin f. Finally, since the

angle f is small, sin f is small as are E11 and E22, thus the neglect of higher order

terms gives 2E12 ¼ f, and the interpretation of E12 as one-half the change in an angle

thatwas originally a right angle between the x1 and x2 axes (Fig. 2.10).These geometric

interpretations of the components of E as the change in the length of filaments, the

change in angles and the change in volume deformation between the undeformed

and the deformed configurations are the rationale for calling E the strain tensor.

Example 2.3.1
The deformation gradient and the inverse deformation gradient for the motion given

by (2.12) were computed in Example 2.1.4. Determine the restriction on the motion

given by (2.12) so the motion is infinitesimal. Find the strain tensor E and the

rotation tensor Y for the infinitesimal motion.

dx1

dx2

φ dx2 + du2

dx1 + du1

(π/2 - φ)

Fig. 2.10 Illustration for the geometric interpretation of the shearing strain E12. The left and right
illustrations of this figure represent the undeformed and deformed configurations, respectively.

The heavy black lines represent the same material filaments in the two configurations. E12 is equal

to one-half the change in angle that was originally a right angle between the x1 and x2 axes, f/2 in
this figure
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Solution: Comparison of the expressions∇O � u(X, t) and∇ � u(x, t) obtained in
Example 2.1.4 shows that these two expressions coincide only for very small times

t, only if t2 is much less than t. In this case ∇O � u(X, t) ¼ ∇ � u(x, t) and

r� u ¼ t
1 1 0

1 1 0

0 0 0

2
4

3
5:

From this expression for ∇ � u and (2.49), the rotation tensor is determined to

be Y ¼ 0, and the strain tensor E is given by

E ¼ t
1 1 0

1 1 0

0 0 0

2
4

3
5

as long as t is small.

Problem

2.3.1. For the motions of the form (2.10) given in Problem 2.1.1, namely 2.1.1(a)

through 2.1.1(g), determine the conditions under which the motion remains

infinitesimal and compute the infinitesimal strain and rotation tensors, E and

Y. Discuss briefly the significance of each of the seven strain tensors

computed. In particular, explain the form or value of the strain tensor in

terms of the motion.

2.4 The Strain Conditions of Compatibility

Calculating the strain tensor E given the displacement field u is a relatively simple

matter; one just substitutes the displacement field u into the formula (2.49) for the

strain displacement relations, E ¼ (1/2)((∇ � u)T þ ∇ � u). Situations occur in

which it is desired to calculate the displacement field u given the strain tensor E. This

inverse problem is more difficult because the strain displacement relations,E ¼ (1/2)

((∇ � u)T þ ∇ � u), become a system of first order partial differential equations

for the displacement field u. Given the significance of the displacement field u in an

object we generally want to insure that the displacement field u is continuous and

single valued. There are real situations in which the displacement field u might be

discontinuous andmultiple valued, but these situations will be treated as special cases.

In general it is desired that the integral of the strain–displacement relations, the

displacement field u, is continuous and single valued. The conditions of compatibil-

ity insure this. The conditions of compatibility are equations that the strain tensor

must satisfy so that when the strain–displacement relations are integrated, the

resulting displacement field u, is continuous and single valued. The conditions of

compatibility may be written in the direct notation as
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r	 E	r ¼ 0 (2.53)

or in the index notation as

eijkepmn
@2Ejm

@xk@xn
¼ 0 (2.54)

or in scalar form as the following six equations:

@2E11

@x2@x3
¼ @

@x1
� @E23

@x1
þ @E31

@x2
þ @E12

@x3

� �
; 2

@2E12

@x1@x2
¼ @2E11

@x22
þ @2E22

@x21
;

@2E22

@x3@x1
¼ @

@x2
� @E31

@x2
þ @E12

@x3
þ @E23

@x1

� �
; 2

@2E23

@x2@x3
¼ @2E22

@x23
þ @2E33

@x22
;

@2E33

@x1@x2
¼ @

@x3
� @E12

@x3
þ @E23

@x1
þ @E31

@x2

� �
; 2

@2E31

@x3@x1
¼ @2E33

@x21
þ @2E11

@x23
:

(2.55)

Equations (2.53) and (2.54) are symmetric second rank tensors in three

dimensions and therefore have the six components given by (2.55). It follows that

each of the six scalar equations (2.55) must be satisfied in order to insure compati-

bility. The conditions (2.53) are a direct consequence of the definition of strain, that

is to say that E ¼ (1/2)((∇ � u)T þ ∇ � u) ¼ (1/2)(u � ∇ þ ∇ � u) implies

that r	 E	r ¼ 0. To see that this is true, consider the result of operating on

E ¼ (1/2)(u � ∇ þ ∇ � u) from the left byr	 and from the right by 	r; one

obtains the expression

2ðr 	 E	rÞ ¼ r	 u�r	rþr	r� u	r: (2.56)

The operatorr	r, which occurs in both terms on the right hand side of (2.56)

is called the “curl grad”; the curl of the gradient applied to a function f is zero,

r	rf ¼ 0. In the indicial notation this is easy to see, r	rf ¼ eijkð@f=@xj@xkÞ
ei ¼ 0, because of the symmetry of the indices on the partial derivatives and skew-

symmetry in the components of the alternator (see Appendix A.8). Both terms on the

right hand side of (2.56) contain the operator curl grad,r	r, applied to a function,

hence r	 E	r ¼ 0. It may also be shown that the reverse is true, namely that

r	 E	r ¼ 0 implies that E ¼ (1/2)((∇ � u)T þ ∇ � u). Thus E ¼ (1/2)

((∇ � u)T þ ∇ � u) is a necessary and sufficient condition thatr	 E	r ¼ 0.

In order to both prove and motivate this result consider the two integration paths

from the point Po to the point P0 in an object (Fig. 2.11). If the result of the

integration from the point Po to the point P0 is to be the same along all paths chosen

between these two points, then the value of the integral around any closed path in

the object must be zero. This means that the integrand of the integral must be an

exact differential (see Appendix A.15 Exact differentials). Recall the theorem at the
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start of most texts on ordinary differential equations concerning exact differentials:

If M(x, y) and N(x, y) are continuous functions and have continuous partial

derivatives in a region of the x–y plane, then the expression M(x, y)dx þ N(x, y)dy
is an exact differential if and only if @M=@y ¼ @N=@x throughout the region. This
theorem will be applied to prove that the compatibility relationsr	 E	r ¼ 0 are

both necessary and sufficient conditions for the continuous and single-valued nature

of the displacement field obtained by integration from the strain–displacement

relations. If the displacement vector is known at the point Po then integration of

du from the point Po to the point P0 (Fig. 2.11) will determine u(x0), thus,

uðx0Þ ¼ uo þ
ðP0

Po

du ¼ uo þ
ðP0

Po

ðr � uÞT � dx: (2.57)

Recall from (2.43) and (2.51) that

ðr � uÞT ¼ Eþ Y (2.58)

it follows that

uðx0Þ ¼ uo þ
ðP0

Po

E � dxþ
ðP0

Po

Y � dx: (2.59)

The last integral in the previous result may be rewritten as

ðP0

Po

Y � dx ¼
ðP0

Po

Y � dðx� x0Þ (2.60)

Fig. 2.11 Illustration of two

integration paths from the

point Po to the point P0 in an

object. If the result of the

integration from the point Po

to the point P0 is to be the

same along all paths chosen

between these two points,

then the value of the integral

around any closed path in the

object must be zero. This

means that the integrand of

the integral must be an exact

differential
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and integrated by parts, thus

ðP0

Po

Y � dx ¼ �Yo � ðxo � x0Þ þ
ðP0

Po

dx � r � Y � ðx� x0Þ: (2.61)

Placing the result (2.61) into (2.59) it follows that

uðx0Þ ¼ uo � Yo � ðxo � x0Þ þ
ðP0

Po

dx � ½Eþr� Y � ðx� x0Þ� (2.62)

or, in the indicial notation,

uiðx0Þ ¼ uoi � Yo
ikðxok � x0kÞ þ

ðP0

Po

Eim � @Yik
@xm

ðxk � x0kÞ
� �

dxm: (2.63)

The relationship between the derivatives of the rotation and strain tensors,

@Yik
@xm

¼ @Eim

@xk
� @Emk

@xi
; (2.64)

may easily be verified by substituting the formulas (2.49) relating E and Y to the

displacement gradients. When the relationship (2.64) is substituted into (2.63) it

becomes

uiðx0Þ ¼ uoi � Yo
ikðxok � x0kÞ þ

ðP0

Po

Rim dxm; (2.65)

where

Rim ¼ Eim � @Eim

@xk
� @Emk

@xi

� �
ðxk � x0kÞ: (2.66)

The condition that the integrand in the integral in (2.65) be an exact differential

is then expressed as the condition

@Rim

@xk
¼ @Rik

@xm
: (2.67)

When (2.67) is substituted into (2.66), the result
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0 ¼ @2Emq

@xi@xk
þ @2Eik

@xq@xm
� @2Ekq

@xi@xm
� @2Eim

@xq@xk

� �
ðxq � x0qÞ (2.68)

is satisfied only when the compatibility conditions (2.54), or equivalently (2.54) or

(2.55) orr	 E	r ¼ 0, hold. Thusr	 E	r ¼ 0 is a necessary and sufficient

condition that the integration of the strain–displacement relations will yield a

single-valued and continuous displacement field.

Problems

2.4.1. For the motions of the form (2.10) given in Problem 2.1.1, namely 2.1.1(a)

through 2.1.1(g), determine if the infinitesimal strain tensors,E, calculated in

2.3.1 satisfy the conditions of compatibility.

2.4.2. Is the following strain state possible for an object in which the displacement

field must be continuous and single valued? Justify your answer analytically.

e ¼ c

x3ðx21 þ x22Þ x1x2x3 0

x1x2x3 x3x
2
2 0

0 0 0

2
64

3
75:

2.4.3. Demonstrate the validity of the formula (2.64) by substituting the formulas

relating E and Y to the displacement gradients (2.49) into (2.64) and show

that an identity is obtained. This is more easily done in the indicial notation.

2.4.4. Verify that substitution of the formula (2.67) into (2.66) leads to the result

(2.68). This is much more easily done in the indicial notation.
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Chapter 3

Continuum Formulations of Conservation Laws

The theme for this chapter is captured by a quote fromHerbert Callen’s book (Callen

1960) on thermodynamics. Callen introduces the conservation of energy and the

concept of internal energy in the following paragraph: “The development of the

principle of conservation of energy has been one of the most significant

achievements in the evolution of physics. The present form of the principle was

not discovered in one magnificent stroke of insight but has been slowly and labori-

ously developed over two and a half centuries. The first recognition of a conserva-

tion principle, by Leibnitz in 1693, referred only to the sum of the kinetic energy

((1/2)mv2) and the potential energy (mgh) of a simple mechanical mass point in the

terrestrial gravitational field. As additional types of systems were considered, the

established form of the conservation principle repeatedly failed, but in each case it

was found possible to revive it by the addition of a new mathematical term - a “new

kind of energy.” Thus consideration of charged systems necessitated the addition of

the Coulomb interaction energy (Q1Q2/r) and eventually of the energy of the

electromagnetic field. In 1905 Einstein extended the principle to the relativistic

region, adding such terms as the relativistic rest-mass energy. In the 1930’s Enrico

Fermi postulated the existence of a new particle, called the neutrino, solely for the

purpose of retaining the energy conservation principle in nuclear reactions. Con-

temporary research in nuclear physics seeks the form of interaction between

nucleons within a nucleus in order that the conservation principle may be formulated

explicitly at the subnuclear level. Despite the fact that unsolved problems of this

type remain, the energy conservation principle is now accepted as one of the most

fundamental, general, and significant principles of physical theory.”

3.1 The Conservation Principles

Conservation principles will be cast here in the form of a balance or accounting

statement for the time rate of change of a quantity in a system. On the plus side of

the accountant’s ledger are the amount of the quantity coming into the system and

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_3, # Springer Science+Business Media New York 2013
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the quantity produced within the system. On the minus side are the amount of the

quantity leaving the system and the quantity consumed within the system. The

system will be either a fixed material system consisting always of the same set of

particles or a fixed spatial (continuum) volume through which material is passing.

The quantity will be either mass, linear momentum, angular momentum, or energy.

The focus of this chapter is the development of continuum formulations for the

conservation principles of mass, linear momentum, angular momentum, and

energy. The statement of conservation of mass is usually the statement that mass

cannot be created or destroyed. The conservation of momentum is usually stated in

the form of Newton’s second law: the sum of the forces acting on an object is equal

to the product of the mass of the object and the acceleration of the object. The

conservation of angular momentum is the statement that the time rate of change of

angular momentum must equal the sum of the applied moments. The conservation

of energy is the requirement that the time rate of change of the sum of all the kinetic

and internal energies must equal the mechanical power and heat power supplied to

the object.

In the next section the continuum formulation of the conservation of mass is

developed. In the following section the concept of stress is introduced and its

important properties are derived and illustrated. The conservation of momentum,

or the second law of Newton, when expressed in terms of stress, is called the stress
equation of motion. The conservation of angular momentum is employed in the

development of the stress equations of motion to show that the stress tensor is

symmetric. In the last section the continuum formulation of the conservation of

energy is developed.

3.2 The Conservation of Mass

The total mass M at time t of an object O is given by

M ¼
ð
O

rðx; tÞdv; (3.1)

where r(x, t) is the mass density at the place x within the object at the time t. The
statement of mass conservation for the objectO is thatM does not change with time:

DM

Dt
¼ D

Dt

ð
O

rðx; tÞdv ¼ 0: (3.2)

The material time derivative may be interchanged with the integration over the

object O since a fixed material volume is identified as the object,
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ð
O

ð _rðx; tÞdvþ rðx; tÞd _vÞ ¼ 0: (3.3)

Then, using the relationship relating the time rate of change in the volume to the

present size of the volume from (2.36), d _v ¼ ðr � vÞdv, it follows that
ð
O

f _rðx; tÞ þ rðx; tÞðr � vÞgdv ¼ 0: (3.4)

The next step in the development of this continuum representation of the

conservation of mass is to employ the argument that the integral equation (3.4)

over the object Omay be replaced by the condition that the integrand in the integral

equation (3.4) be identically zero, thus

_rþ rðr � vÞ ¼ 0: (3.5)

The argument that is used to go from (3.4) and (3.5) is an argument that will be

employed three more times in this chapter. The argument requires that the inte-

grand in the integral (3.4) be continuous. The argument is that any part or

subvolume of an object O may also be considered as an object and the result

(3.4) also holds for that sub-object. In Fig. 3.1 an object and a portion of an object

that may be considered as an object itself are illustrated. The argument for the

transition (3.4) ! (3.5) is as follows: suppose it is not true that the integrand of

(3.4) is not zero everywhere (i.e., suppose the transition (3.4) ! (3.5) is not true).

If that is the case then there must exist domains of the object in which the integrand

is positive and other domains in which the integrand is negative, so that when the

integration is accomplished over the entire object the sum is zero. If that is the case

Fig. 3.1 A potato-shaped object and a second potato-shaped object that is fully contained within

the first potato-shaped object. All the conservation principles may be applied to both objects

separately. Furthermore one may select or define these objects as one chooses

3.2 The Conservation of Mass 55



consider a domain of the object in which the integrand of (3.4) is always positive

(or negative). Let this domain be an object. For the object chosen in this way the

integral on the left-hand side of (3.4) cannot be zero. This conclusion contradicts
(3.4) because (3.4) must be zero. It may therefore be concluded that the require-

ment that the integral (3.4) be zero for an object and all sub-objects that can

be formed from it means that the integrand must be zero everywhere in the object.

Note that a very important transition has occurred in the argument that obtains (3.5)

from (3.4). Integral statements such as (3.4) are global statements because they

apply to an entire object. However the requirement (3.5) is a local, pointwise

condition valid at the typical point (place) in the object. Thus the transition

(3.4) ! (3.5) is from the global to the local or from the object to the point

(or particle) in the object. Note also that the converse proof (3.5) and (3.4) is trivial.

Note that (3.5) may be combined with (2.30), the expression decomposing the

material time derivative into the sum of a local rate of change and a convective rate

of change, to obtain this alternate local statement of mass conservation:

@r
@t

þr � ðrvÞ ¼ 0: (3.6)

Another consequence of the conservation of mass is a simple formula for the

material time derivative of an integral of the form

K ¼
ð
O

kðx; tÞrðx; tÞdv; (3.7)

where k(x, t) is a physical quantity (temperature, momentum, etc.) of arbitrary

scalar, vector or tensor character and K is the value of the density times quantity

k(x, t) integrated over the entire object O. Since, by (3.2), the material time rate of

change of r(x, t)dv is zero, it follows that

_K ¼
ð
O

_kðx; tÞrðx; tÞdv: (3.8)

Problems

3.2.1. For the first six motions of the form (2.10) given in Problem 2.1.1, namely

2.1.1(a) through 2.1.1 (f), determine the ratio of the time rate of change of

density _r to the instantaneous density r, _r
r .

3.2.2. In this section it was shown that one could derive the local statement of mass

conservation (3.5) from the global statement of mass conservation, DM/Dt

¼ 0. Reverse the direction of this derivation, derive the global statement of

mass conservation DM/Dt ¼ 0 from the fact that the local statement (3.5) or

(3.6) is true at all points in an object O.
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3.3 The State of Stress at a Point

Stress is a mental construct of humans to represent the internal interactions or

internal forces on a material object. The concept of a stress will first be introduced

as a vector. Consider the potato-shaped object shown in Fig. 3.2. An imaginary

plane S characterized by its normal n divides the object into an upper portion U and

a lower portion L. Considering L as a free object, the action of U upon L is statically

equivalent to a resultant force f and couple m. Assuming that the interaction is

distributed across S, each area element DA(i) of the intersection of S and the object

may be considered as transmitting a force Df(i) and a moment Dm(i). The average

stress vector, tAðnÞ (P), at the point P acting on the plane whose normal is n, is defined

as the ratio

tAðnÞðPÞ ¼
DfðiÞ
DAðiÞ

: (3.9)

The quantity tAðnÞ is a vector because the force Df(i) is a vector and DA(i) is a scalar.

The average couple stress vector cAðnÞðPÞ at the point P acting on the plane whose

normal is n is defined analogously by the ratio

cAðnÞðPÞ ¼
DmðiÞ
DAðiÞ

: (3.10)

These two definitions are illustrated in Fig. 3.2. The stress vector t(n)(P) acting at
the point P on the plane whose normal is n is defined as the limit of the average

U

L

P
ΔA(i)

n

Σ

Δm (i)

Δm (i)/ΔA(i)

Δf(i) /ΔA(i)

Δf(i)

Fig. 3.2 A plane S, with normal n, is shown passing through a point P in a potato-shaped object.

The force and moment acting across the plane at the point P are indicated
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stress vector, tAðnÞ (P), as DA(i) tends to zero through a sequence of progressively

smaller areas, DA(1), DA(2), DA(3), . . ., DA(N), . . ., all containing the point P,

tðnÞðPÞ ¼ limit
DAðiÞ!0

tAðnÞðPÞ: (3.11)

When a similar limit is applied to the average couple stress vector we assume that

the limit is zero:

0 ¼ limit
DAðiÞ!0

cAðnÞðPÞ: (3.12)

In effect we are assuming that the forces involved are of finite magnitude and

that the moment arm associated with Dm(i) vanishes as DA(i) tends to zero. For

almost all continuum theories the assumption (3.12) is adequate.

The internal force interaction at a point in an object is adequately represented by

the stress vector t(n) across the plane whose normal is n. However, there is a double

infinity of distinct planes with normals n passing through a single point; thus there

is a double infinity of distinct stress vectors acting at each point. The multitude of

stress vectors, t(n), at a point is called the state of stress at the point. The totality of

vectors t(n)(P) at a fixed point P, and for all directions n, is called the state of stress
at the point P. The representation of the state of stress at a point is simplified by

proving that t(n)(P) must be a linear function of the vector n, as will be done below.

The coefficients of this linear relationship will be the stress tensor T. Thus T will be

a linear transformation that transforms n into t(n), t(n)(P) ¼ T(P)�n. The proof that
T is, in fact, a tensor and the coefficient of a linear transformation will also be

provided below. However, even though it has not yet been proved, T will be

referred to as a tensor. The stress tensor T has components relative to an orthonor-

mal basis that are the elements of the matrix

T ¼
T11 T12 T13

T21 T22 T23

T31 T32 T33

2
4

3
5: (3.13)

The component Tij of the stress tensor is the component of the stress vector

t(n) ¼ t(j) acting on the plane whose normal n is in the ej direction, n ¼ ej, projected

in the ei direction,

Tij ¼ ei � tðjÞ: (3.14)

The nine components of the stress tensor defined by (3.14) and represented by

(3.13) are therefore the e1, e2, and e3 components of the three stress vectors t(i), t(j),

and t(k)which act at the point P, on planes parallel to the three mutually perpendic-

ular coordinate planes. This is illustrated in Fig. 3.3. The components T11, T22, T33
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are called normal stresses, and the remaining components T12, T23, T13, T21, T32, T31
are called shearing stresses. Each of these components has the dimension of force

per unit area.

Recall that stress was defined as the force per unit area that the upper portion

U exerts on the lower portion L. From this definition, it follows that if the exterior

normal of the object is in the positive coordinate direction, then positive normal and

shear stresses will also be in the positive coordinate direction. If the exterior normal

of the object is in the negative coordinate direction however, positive normal and

shear stresses will point in the negative coordinate direction. The rule for the signs

of stress components is as follows: the stress on a plane is positive if it points in a
positive direction on a positive plane, or in a negative direction on a negative
plane. Otherwise it is negative.

It will now be shown, following an 1822 result of Cauchy, that the nine

components of stress are sufficient to characterize the entire state of stress at a

point. Specifically, it will be shown that the state of stress at a point P is completely
determined if the stress vectors associated with three mutually perpendicular
planes are known at P and are continuous in a neighborhood of P. The stress

vector t(n) acting on any plane whose normal is n is given by

tðnÞ1
tðnÞ2
tðnÞ3

2
4

3
5 ¼

T11 T12 T13

T21 T22 T23

T31 T32 T33

2
4

3
5 n1

n2
n3

2
4

3
5 (3.15)

or

tðnÞ ¼ T � n; tðnÞi ¼ Tijnj: (3.16)

This means that the stress tensor T can be considered as a linear transformation

that transforms the unit normal n into the stress vector t(n) acting on the plane whose

normal is n.

To prove this result we consider the tetrahedral element of an object shown in

Fig. 3.4 as a free object and apply Newton’s second law to the force system acting

e2

e1

e3

T32

T12

T22

T33 T23

T13

T11

T31

T21

T33

T13

T23

T32

T12
T22

T11

T21

T31

Fig. 3.3 Cartesian components of stress acting on the faces of a small cubic element
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on the tetrahedron. The tetrahedron is selected in such a way that the stress vectors

acting on the mutually orthogonal faces are the stress vectors acting on the coordi-

nate planes. Recall that we have represented the components of the stress vectors

acting on the planes whose normals are e1, e2, and e3 by the components of the stress

tensor. The three scalar equations of Newton’s second law will suffice for the

determination of the unknown components of t(n) acting on the fourth face. For

simplicity we will only derive (3.15) in the e1 direction. We let A be the area of the

inclined face with normal n, and h the perpendicular distance from P to the inclined

face. The mean value of t(n) will be denoted and defined by

tðnÞ1 ¼ 1

A

ð
A

tðnÞ1dA ¼ tðnÞ1ðQÞ; (3.17)

where, as a consequence of the mean value theorem, the point Q lies inside A.
Analogously defined mean values of the components of T over their respective

areas will be denoted by T. The reason for requiring that the stress components be

continuous functions of position in a neighborhood of P is to ensure that the mean

values of the stress components actually occur at certain points always within the

corresponding areas.

Since the area of the inclined face of the tetrahedron may be represented by the

vector An, where A is the magnitude of the area and n is the normal to the plane

containing the area, the areas of the orthogonal faces are each given by An1, An2,
An3. The fact that the areas of four faces of a tetrahedron, where three of the faces of
the tetrahedron are orthogonal, are A, An1, An2, and An3 is a result from solid

geometry. Summing forces in the e1 direction and setting the result equal to the

mass times the acceleration of the tetrahedron we find that

tðnÞ1A� T11An1 � T12An2 � T13An3 þ rd1
Ah

3
¼ r€x1

Ah

3
; (3.18)

where Ah/3 is the volume of the tetrahedron, d1 is the action-at-a-distance force

(e.g., gravity) in the e1 direction and €x1 the acceleration of the tetrahedron in that

e2

e1

e3

T33

T13

T23

T12
T22

T11
T12

T31

T32

n

t(n)

Fig. 3.4 The surface tractions on a tetrahedron
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direction. The next step in this development is to cancel A throughout (3.18) and

allow the plane whose normal is n to approach P, causing the volume of the

tetrahedron to vanish as h tends to zero. Before doing this, note that since Q must

always lie on A, as h tends to zero, by the mean value theorem:

tðnÞðPÞ ¼ limit
h!0

tðnÞ1ðPÞ ¼ limit
h!0

tðnÞ1ðQÞ;TðPÞ ¼ limit
h!0

TðPÞ ¼ limit
h!0

TðQÞ: (3.19)

Canceling A throughout (3.18) and taking the limiting process as h tends to zero,
noting that the object force and the acceleration vanish as the volume of the

tetrahedron vanishes, it follows from (3.18) and (3.19) that

tðnÞ1 ¼ T11n1 þ T12n2 þ T13n3: (3.20)

Repeating this analysis for the e2 and e3 directions the result (3.15) is

established.

Thus we have shown that the double infinity of possible stress vectors t(n), which

constitutes a state of stress at a point in an object, can be completely characterized by

the nine components of T. These nine components are simply the three components

of three different stress vectors, one acting on each of the coordinate planes of a

reference frame. Thus, in thematrix of tensor components (3.13) the first row consists

of the components of the stress vector acting on a plane whose normal is in the e1
direction. A similar interpretation applies to the second and third rows. When the

meaning is not obscured, wewill drop the subscript (n) in the equation t(n) ¼ T�n and
write it as t ¼ T�n, with it being understood that the particular t depends upon n. The
normal stress on a plane is then given by t�n ¼ n�T�n and the shear stress in a

directionm lying in the plane whose normal is n,m�n ¼ 0, is given by t�m ¼ m�T�n
¼ n�T�m. Note that if a vector m0 is introduced that reverses the direction of m,

m0 ¼ �m then the associated shear stress is given by t�m0 ¼ m0�T�n ¼ n�T�m0 ¼
�t�m. This shows that, if the unit vectorm is reversed in direction, the opposite value

of the shear stress is obtained. Note also that if the unit vector n is reversed in

direction, the opposite value of the shear stress is obtained. If both the unit vectors

n and m are reversed in direction, the sign of the shear stress is unchanged. These

conclusions are all consistent with the definition of the sign of the shear stress.

A short calculation will show that the stress matrix T is a tensor. Recall that, in

order for T to be a tensor, its components in one coordinate system had to be related

to the components in another coordinate system by

TðLÞ ¼ Q � TðGÞ �QT and TðGÞ ¼ QT � TðLÞ �Q:ðA83Þrepeated

To show that the T in the relationship (3.15), t ¼ T�n, has the tensor property,
the equation t ¼ T�n is specified in the Latin coordinate system, t(L) ¼ T(L)�n(L).
Then, using the vector transformation law (A77) for t and n, t(L) ¼ Q�t(G) and
n(L) ¼ Q�n(G), respectively, the expression t(L) ¼ T(L)�n(L) is then rewritten as

Q�t(G) ¼ T(L)�Q�n(G), or t(G) ¼ QT�T(L)�Q�n(G). Finally, it can be noted from
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t(G) ¼ QT�T(L)�Q�n(G) that since t(G) ¼ T(G)�n(G), it follows that T(G) ¼ QT�T(L)�Q.

Since this is the transformation rule for a tensor (A83), T is a tensor.

Example 3.3.1
Determine the stress tensor representing the state of stress at a typical point in the

uniform bar subjected to a uniform tensile stress (Fig. 3.5). The applied tensile

stress is of magnitude s and it is assumed that the stress state is the same at all points

of the bar. Determine the stress vector t acting on the plane whose normal is n,

where n is given by n ¼ cos y e2 þ sin y e3. Determine the normal stress on the

plane whose normal is n and the shear stress in the direction m, m�n ¼ 0, m ¼
�sin y e2 þ cos y e3, on the plane whose normal is n.

Solution: The components of the stress tensor T at a typical point in the bar and

relative to the coordinate system shown in Fig. 3.5, are given by

T ¼
0 0 0

0 0 0

0 0 s

2
4

3
5;

thus the only nonzero component of the stress tensor is T33. The stress vector

t acting on the plane whose normal is n is then given by

t ¼ Tn ¼
0 0 0

0 0 0

0 0 s

2
4

3
5 0

cos y
sin y

2
4

3
5 ¼

0

0

s sin y

2
4

3
5;

thus this vector has only one nonzero component, namely, t3 ¼ s sin y. The normal

stress on the plane whose normal is n is given by t�n ¼ s sin2 y. The shear stress on
the plane whose normal is n in the directionm,m�n ¼ 0,m ¼ �sin y e2 þ cos y e3
is given by t�m ¼ s cos y sin y. (Note that one could choose m0 ¼ sin y e2�
cos y e3, wherem0 ¼ �m, then t�m0 ¼ �s cos y sin y ¼ �t�m and the direction of

the shear stress is reversed). From these results it is seen that when the normal to

the plane n coincides with the e3 direction (y ¼ p/2), the stress component t3 is

σ

e3

e2

n

θ

σ
Fig. 3.5 A uniform bar

subjected to a uniform

stress s
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equal to s as one would expect, and when the normal to the plane n coincides with

the e2 direction, the stress component t2 is zero. The shear stress t�m ¼ s cos y sin y
has maxima of s/2 at y ¼ p/4 and 3p/4.

Problems

3.3.1. The flat plate shown in Fig. 3.6 has only two stresses acting on it. There is a

uniform tensile stress s in the e2 direction and a uniform compressive

stress—s in the e1 direction. Find the stress vector and the components of

the stress tensor acting on the planes whose normals are

ðaÞ 1ffiffiffi
2

p ðe1 þ e2Þ; ðbÞ �1ffiffiffi
2

p ðe1 þ e2Þ; ðcÞ 1ffiffiffi
2

p ðe1 � e2Þ; ðdÞ 1ffiffiffi
2

p ð�e1 þ e2Þ

3.3.2. The flat plate shown in Fig. 3.7 has shearing stresses t acting on each of its

four faces. Find the stress vector and the stress components acting on the

planes whose normals are

ðaÞn ¼ 1ffiffiffi
2

p ðe1 þ e2Þ; ðbÞn ¼ 1ffiffiffi
2

p ðe1 � e2Þ

e1

e2

- σ

σ

Fig. 3.6 An illustration for problem 3.3.1

Fig. 3.7 An illustration for problem 3.3.2
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3.3.3. Repeat the arguments of this section and show that

tðnÞ2 ¼ T21n1 þ T22n2 þ T23n3

List each of the arguments and rules or facts used in the proof.

3.3.4. The roughly triangular-shaped region in Fig. 3.8 with the included angle

b represents the upper portion of a dam. The zigzag lines at the bottom of the

triangular region are an indication that the dam extends beyond those zigzag

lines. Find the stress vectors acting on the face x1 ¼ 0 and on the slanted face

of the wedge shown in the Fig. 3.8. The stress matrix at the typical point x1,
x2, x3 of the wedge shown in Fig. 3.8 is given by

T11 ¼ �gx2; T22 ¼ P

tan b
� 2g
tan3b

� �
x1 þ g

tan2b
� P

� �
x2;

T12 ¼ T21 ¼ �gx1
tan2b

; T33 ¼ T31 ¼ T13 ¼ T23 ¼ T32 ¼ 0:

3.4 The Stress Equations of Motion

In continuum mechanics the stress equations of motion are the most useful form of

the principles of balance of linear and angular momentum. The stress equations of

motion are statements of Newton’s second law (i.e., that force is equal to mass

times acceleration) written in terms of stress.

The forces that act on the object in Fig. 3.9 are the surface traction t(x, t), which
acts at each boundary point, and the action-at-a-distance force rd, which represents
forces such as gravity and the effect of electromagnetic forces on charges within the

β

x1

x2

Fig. 3.8 An illustration for

problem 3.3.4
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object. For example, at the surface of the earth, in the absence of electromagnetic

forces, d ¼ �ge2, where e2 is a positive unit normal to the surface of the earth and g
is the acceleration of gravity at the earth’s surface. The total force SF acting on the

object is given by

SF ¼
ð
@O

tdaþ
ð
O

rddv; (3.21)

where ∂O is the surface of the object O. The total moment about the origin of the

coordinate system illustrated is

SM ¼
ð
@O

x� tdaþ
ð
O

x� rddv; (3.22)

where x is a position vector from the origin. The linear momentum p and the

angular momentum H of the object in Fig. 3.9 are written as the following integrals

over the object O:

p ¼
ð
O

r _xdv; H ¼
ð
O

x� r _xdv: (3.23)

The balance of linear momentum requires that the sum of the applied forces

equals the time rate of change of the linear momentum, and the balance of angular

momentum requires that the sum of the applied moments equals the time rate of

change of the angular momentum. In computing the time rates of change of the

integrals (3.23) we note that the object O is material so that the material time

derivative may be taken inside the integral sign and applied directly to the integrand

with the density excluded, (3.8). Thematerial time derivative applied to (3.23) yields

_p ¼
ð
O

r€xdv; _H ¼
ð
O

_x� _xrdv

2
4

3
5þ

ð
O

x� €xrdv ¼
ð
O

x� €xrdv; (3.24)

x

ρd

t(x)

t(x)

t(x)Fig. 3.9 An object acted

upon by an action-at-a-

distance force rd and

a system of surface

tractions t(x)
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where the term in the square brackets vanishes because _x� _x ¼ 0. Equating _p to SF
and _H to SM as required by the conservation of linear and angular momentum,

respectively, we obtain from (3.21) and (3.24) that

ð
O

r€xdv ¼
ð
@O

tdaþ
ð
O

rddv; (3.25)

and from (3.22) and (3.24) that

ð
O

x� €xrdv ¼
ð
@O

x� tdaþ
ð
O

x� rddv: (3.26)

These integral forms of the balance of linear and angular momentum are the

global forms of these principles. The global forms are weaker statements of these

balance principles than are the point forms that we will now derive. We say that the

point forms are stronger because it must be assumed that the stress is continuously

differentiable and thatr€x and rd are continuous everywhere in the object in order to

obtain the point forms from the global forms. The point form of the balance of

linear momentum is obtained from (3.25) by first substituting (3.16) into the surface

integral in (3.25),

ð
O

r€xdv ¼
ð
@O

T � ndaþ
ð
O

rddv; (3.27)

then applying the divergence theorem (A184) to the surface integral in (3.27),

ð
O

r€xdv ¼
ð
O

r � TTdvþ
ð
O

rddv; (3.28)

The second step in obtaining the point form is to rewrite (3.28) as a single

integral,

ð
O

ðr€x�r � TT � rdÞdv ¼ 0; (3.29)

and then employ the same argument as was employed in the transition from (3.4) to

(3.5); see the discussion following (3.5). It follows then that

r€x ¼ r � TT þ rd (3.30)

at each point in the object O. There is one more point to make about (3.30) before it

is complete. That point is that the stress tensor T is symmetric and thus the
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transpose notation in (3.30) is not necessary. In the next paragraph the conservation

of angular momentum is used to show that the stress tensor T is symmetric.

The arguments to show that the stress tensor T is symmetric are algebraically

simpler if we replace the statement of the conservation of angular momentum given

above, (3.26), by the equivalent requirement that the skew-symmetric part of Z,

Z ¼
ð
O

x� €xrdv�
ð
@O

x� tda �
ð
O

x� rddv; (3.31)

be zero:

Z� ZT ¼ 0: (3.32)

Equation (3.32) is equivalent to (3.26). The rationale for this equivalence is

that the components of the cross-product of two vectors, say a � b, are equal to

the components of the skew-symmetric part of the open product of the two vectors,

a� b . Since (3.32) requires that Z be symmetric, it follows that the skew-

symmetric part of Z is zero. Equation (3.26) is equivalent to the skew-symmetric

part of Z, and the equivalence is established.

The sequence of steps applied to the conservation of linear momentum in the

paragraph before last are now applied to the expression (3.31) for Z. The point form

of (3.31) is obtained by first substituting (3.16) into the surface integral in (3.31),

Z ¼
ð
O

x� €xrdv�
ð
@O

x� Tnda�
ð
O

x� rddv; (3.33)

then applying the divergence theorem (A184) to the surface integral in (3.33),

Z ¼
ð
O

x� €xrdv�
ð
O

fðr � xÞTþ ðx�r � TÞgdv�
ð
O

x� rddv: (3.34)

This result is simplified by observing that ∇ � x ¼ 1 and collecting all the

remaining integrals containing x � together, thus

Z ¼
ð
O

Tdvþ
ð
O

x� fr€x�r � TT � rdÞdv: (3.35)

The second integral in (3.35) is exactly zero because its integrand contains the

point form statement of linear momentum conservation (3.30); thus (3.35) and

(3.32) show that

ð
O

ðT� TTÞdv ¼ 0: (3.36)
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The final step in this development is to employ the same argument as was

employed in the transition from (3.4) to (3.5); see the discussion following (3.5).

It follows then that the stress tensor is symmetric,

T ¼ TT ; (3.37)

at each point in the object O.
The final form of the stress equations of motion (Truesdell and Toupin, 1960) is

obtained from the combination of (3.37) and (3.30), thus

r€x ¼ r � Tþ rd;T ¼ TT : (3.38)

This local statement of Newton’s second law retains aspects of the original. The

mass times acceleration is represented by density times acceleration on the left-

hand side. The sum of the forces is represented on the right-hand side by the

gradient of the stress tensor and the action-at-a-distance force. The expanded scalar

version of the stress equations of motion is

r€x1 ¼ @T11

@x1
þ @T12

@x2
þ @T13

@x3
þ rd1;

r€x2 ¼ @T12

@x1
þ @T22

@x2
þ @T23

@x3
þ rd2;

r€x3 ¼ @T13

@x1
þ @T23

@x2
þ @T33

@x3
þ rd3;

(3.39)

where the symmetry of the stress tensor is expressed in the subscripted indices. For

a two-dimensional motion the stress equations of motion reduce to

r€x1 ¼ @T11

@x1
þ @T12

@x2
þ rd1; r€x2 ¼ @T12

@x1
þ @T22

@x2
þ rd2: (3.40)

Example 3.4.1
The stress tensor in an object is given by

T ¼
c1x1 þ c2x2 �c4x1 � c1x2 0

�c4x1 � c1x2 c3x1 þ c4x2 þ rgx2 0

0 0 c5

2
664

3
775;

where ci, i ¼ 1, . . .,5, are constants. This same object is subjected to an action-at a-

distance force d with components [0, �g, 0]. Determine the components of the

acceleration vector of this object.
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Solution: Substitution of the given stress tensor T and the action-at-a-distance force

d into the stress equations of motion (3.39) yields the fact that all the components of

the acceleration are zero:

r€x1 ¼ c1 � c1 þ 0 ¼ 0; r€x2 ¼ �c4 þ c4 þ rg� rg ¼ 0; r€x3 ¼ 0:

Problems

3.4.1. Derive the stress equations of motion in two dimensions, (3.40), from the

less rigorous argument that consists of applying Newton’s second law to the

differential element of an object. This element is of length dx1 and of width

dx2 (see Fig. 3.10). The stresses acting on the element are all referred to the

point (x1, x2) that is the lower left-hand corner of the element. Use the

stresses to calculate the forces acting on the various faces of the element.

In order to determine the stresses on opposite faces expand the stresses on

one face in a one term Taylor series about the first face. Please keep in mind

that, even though the stress tensor is symmetric, the shear stress T12 on a face
with a normal in a positive direction is opposite in direction from the shear

stress T12 on a face with a normal in a negative direction.

3.4.2. The components of a stress matrix are

T ¼
A½x22 þ Bðx21 � x22Þ� �2ABx1x2 0

�2ABx1x2 A½x21 þ Bðx22 � x21Þ� 0

0 0 ABðx21 þ x22Þ�

2
64

3
75;

where A and B are constants. Does this stress matrix satisfy the stress

equations of motion? For what action-at-a-distance force field does it satisfy

the stress equations of motion? Assume that the acceleration of the object

is zero.

3.4.3. Using the equations of motion to determine the acceleration of an object for

which d ¼ 5e1 þ 6e2 þ 7e3, the density, r, is 2 and T is given by

T ¼
3x1 x3 3x1
x3 4x2 3x3
3x1 3x3 7x3

2
4

3
5:

Fig. 3.10 An illustration

for problem 3.4.1
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3.5 The Conservation of Energy

The idea of energy and its balance or conservation is central in science yet energy is
not considered to be a precisely defined term. A precise definition would imply that

all types of energy are known, and we do not think that they are. In this regard,

review the quote fromHerbert Callen at the beginning of the chapter. Some energies,

such as kinetic energy, are well known and readily identified in any given situation.

It is possible to define energy as any member of the set consisting of all energies

which are recognized by science, energies such as heat energy, kinetic energy,

atomic energy, chemical energy, electromagnetic energy, etc. As science identifies

each new energy, it would become a member of this set of energies.

The conservation of energy is therefore viewed here more as a basic method of

science rather than as a basic fact in the sense that the charge of an electron is a

scientific fact. The conservation of energy is viewed here as a method of checking

energetic interactions and discovering new energies.Whenever one approaches a new

scientific problem, one tries to select or invent energies such that, by setting their sum

equal to a constant, some aspect of the physical phenomenon is correctly described.

In the continuum theories, the known energies will include kinetic energy, heat

energy, chemical energy, electromagnetic energy, and so forth. The total energy E
of a system consists of the sum of all the energies we choose to recognize or define

and the remainder of the total energy of a system is said to be the internal energy U
of the system. That is to say, all the energies that are not singled out and explicitly

defined are placed in the category of internal energy. The total energy E of an object

consists of a kinetic energy,

K ¼ 1

2

ð
O

rðv � vÞdv; (3.41)

and an internal energy U,

E ¼ K þ U; (3.42)

where U consists of all energies except kinetic.

The principle of conservation of energy is the statement that the total energy of

an object is constant. It is more convenient to reformulate the conservation of

energy as a balance of rates: the rate of increase of the total energy of an object is

equal to the rate of energy flux into the object. The flux of energy into a object

occurs in two ways, first through the mechanical power P of the surface tractions

and action-at-a-distance forces and, second, through a direct flow of heat Q into the

object. With these definitions and conventions established, the conservation of

energy may be written in the form

Pþ Q ¼ _K þ _U ¼ _E; (3.43)

70 3 Continuum Formulations of Conservation Laws



where P þ Q is the rate of energy supply. Equation (3.43) is a global statement of

energy conservation and we will need a point form of the principle in continuum

mechanics applications. In the point form representation all the variables will be

intensive in the conventional thermodynamic use of that word. In thermodynamics

an extensive variable is a variable that is additive over the system, e.g., volume or

mass, and an intensive variable is a variable that is not additive over the system,

e.g., pressure or temperature. To understand these definitions consider adding

together two identical masses occupying the same volume at the same temperature

and pressure. When two masses have been added together the resulting system has

double the volume and double the mass, but it still has the same temperature and

pressure. Extensive variables can be made into intensive variables by dividing them

by the density of the particle. Thus density or specific volume (the reciprocal of

density) is the intensive variable associated with the normally extensive variable

mass. The internal energy U, an extensive variable, is represented in terms of the

specific internal energy e, an intensive variable, by the following volume integral

U ¼
ð
O

redv: (3.44)

Integral representations of the mechanical power P and the non-mechanical or

heat power Q supplied to a object O are necessary in order to convert the global

form of the energy conservation principle (3.43) to a point form. Heat is transferred

into the object at a rate—q per unit area; the vector q is called the heat flux vector.

The negative sign is associated with q because of the long-standing tradition in

thermodynamics that heat coming out of a system is positive while heat going into a

system is negative. The internal sources of heat such as chemical reactions and

radiation are represented by the scalar field r per unit mass. Using these

representations the total non-mechanical power supplied to an object may be

written as the sum of a surface integral and a volume integral,

Q ¼ �
ð
@O

q � ndaþ
ð
O

rrdv: (3.45)

This integral representation for the heat supplied to the object distinguishes

between the two possible sources of heat, the internal and the external. Applying

the divergence theorem (A184) to the surface integral in (3.45) it is easy to see that

Q may also be represented by the volume integral

Q ¼
ð
O

ðrr �r � qÞdv: (3.46)

The mechanical power P delivered to the object is represented in integral

form by
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P ¼
ð
@O

t � vdaþ
ð
O

rd � vdv; (3.47)

where t is the surface traction acting on the surface of the object O, d is the action-

at-a-distance force and v is the velocity vector. The terms t�vda and rd�vdv both

represent the rate at which mechanical work is done on the object, t�vda is the rate of
work of surface forces and rd�vdv is the rate of work of action-at-a-distance forces.
Substitution of (3.16), t ¼ T�n, into (3.47) and subsequent application of the

divergence theorem (A184) to the surface integral in the resulting expression yields

P ¼
ð
O

fr � ðT � vÞ þ rd � vgdv ¼
ð
O

fððr � TÞ � vÞ þ T : ðr � vÞ þ rd � vgdv;

or

P ¼
ð
O

fðr � Tþ rdÞ � vþ T:Lgdv; (3.48)

where L is tensor of velocity gradients defined by (2.31). This result may be

further reduced by using the stress equations of motion (3.38) to replace∇�T þ rd
by r _v, thus

P ¼
ð
O

fr _v � vþ T:Lgdv: (3.49)

Two more manipulations of this expression for P will be performed. First, recall

from (2.31) that L ¼ r� v½ �T and from (2.32) that L is decomposed into a

symmetric part D and a skew-symmetric part W by L ¼ D þ W. It follows

then that

T:L ¼ T:Dþ T:W; (3.50)

but T:W is zero because T is symmetric by (3.37) andW is skew-symmetric, hence

T:L ¼ T:D. The second manipulation of (3.49) is to observe that the first integral in

(3.49) is the material time rate of change of the kinetic energy K defined by (3.41).

To see that the first term in the integral of (3.49) is _K, apply (3.8) to (3.41). With

these two changes, the integral expression for P (3.49) now has the form

P ¼ _K þ
ð
O

T:Ddv; (3.51)

since, from (3.41),
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_K ¼
ð
O

rðv � _vÞdv:

The formula (3.51) shows that the total mechanical power supplied to the object

is equal to the time rate of change of kinetic energy plus an integral representing

power involved in deforming the object.

The point form statement of the principle of energy conservation will now be

obtained by placing the integral representations for U, Q, and P, equations (3.44),
(3.46), and (3.51), respectively, into the global statement (3.43), thus

ð
O

fT : Dþ rr �r � q� r_egdv ¼ 0: (3.52)

Now, for the last time in this chapter, the argument employed in the transition

from (3.4) to (3.5) is applied here again (see the discussion following (3.5)), thus the

integrand of (3.52) must be zero everywhere in the object O;

r_e ¼ T : Dþ rr �r � q: (3.53)

This is the desired point form of the principle of energy conservation. It states

that the time rate of change of the specific internal energy e multiplied by the

density r is equal to the sum of the stress power, the negative of the divergence of

the heat flux, and the internal heat supply term.

Before leaving these considerations of energy, a formula for the quasistatic work

done during a loading of an object will be obtained. The mechanical power P
delivered to the object, (3.47), is the rate of work. The desired new formula relates

to the work done rather that to the rate of doing work or power. A formula identical

to formula (3.47) for the rate of work, in every regard except that the velocity is

replaced by the displacement, is employed, thus

W ¼
ð
@O

t � udaþ
ð
O

rd � udv: (3.54)

W is the mechanical work delivered to the object in a quasistatic loading, t is the

surface traction acting on the surface of the object O, d is the action-at-a-distance

force and u is the displacement vector. The terms t�uda and rd�udv both represent

the mechanical work done on the object, t�uda is the work of surface forces and

rd�udv is the work of action-at-a-distance forces. Substitution of (3.16), t ¼ T·n,

into (3.54) and subsequent application of the divergence theorem (A184) to the

surface integral in the resulting expression yields

W ¼
ð
O

fr � ðT � uÞ þ rd � ugdv ¼
ð
O

fððr � TÞ � uÞ þ T : ðr � uÞ þ rd � ugdv;
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or

W ¼
ð
O

fðr � Tþ rdÞ � uþ T : ðr � uÞgdv: (3.55)

This result may be further reduced by using the stress equations of motion (3.38)

in the case when _v ¼ 0 to replace ∇�T þ rd by 0, thus

W ¼
ð
O

T : ðr � uÞdv: (3.56)

Recall from (2.49) that (∇ � u)T may be decomposed into a symmetric part E

and a skew-symmetric part Y by (∇ � u)T ¼ E þ Y. It follows then that

T:ðr � uÞ ¼ T: Eþ T: Y; (3.57)

but T:Y is zero because T is symmetric by (3.37) and Y is skew-symmetric, hence

T:(∇ � u) ¼ T:E. The work done on the object is then given by

W ¼
ð
O

T : Edv: (3.58)

This means that the local work done is T:E. This result will be of interest in the

consideration of elastic objects.

Problem

3.5.1. In terms of the concepts introduced in this section how would one specify a

system that was functioning adiabatically globally but not locally? How

would one specify a system that was adiabatic locally or point wise? If a

system is adiabatic locally what type of energy is the mechanical work done

on the object transferred into? If the system is not adiabatic and if the

system’s internal energy does not change as mechanical work is done on

the system, into what type of energy is the mechanical work then converted?
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Chapter 4

Modeling Material Symmetry

“A study of the symmetry of three-dimensional spaces is of great theoretical and

practical significance, because symmetrical spaces include crystals (from which, of

course, the majority of solids are formed), and all homogeneous fields without

exception: electric, magnetic, gravitational, etc. A study of the structures of crystals

is unthinkable without a knowledge of the laws governing symmetry of three-

dimensional spaces.” (Shubnikov and Koptsik 1974)

4.1 Introduction

The variation of material properties with respect to direction at a fixed point in a

material is called material symmetry. If the material properties are the same in all

directions, the properties are said to be isotropic. If the material properties are not

isotropic, they are said to be anisotropic. The type of material anisotropy generally

depends upon the size of the representative volume element (RVE). The RVE is the

key concept in modeling material microstructure for inclusion in a continuum

model. An RVE for a volume surrounding a point in a material is a statistically

homogeneous representative of the material in the neighborhood of the point. The

RVE concept, described briefly in the following section, is employed in this

chapter, which addresses the modeling of material symmetry and, more exten-

sively, in Chapter 7, which addresses the modeling of material microstructure.

The tensors that appear in linear transformations, for example A in the three-

dimensional linear transformation r ¼ A � t, (A39), and Ĉ in the six-dimensional

linear transformation T̂ ¼ Ĉ � Ĵ , (A160), often represent anisotropic material

properties. Several examples of these linear transformations as constitutive

equations will be developed in the next chapter. The purpose of this chapter is to

present and record representations of A and Ĉ that represent the effects of material

symmetry. These results are recorded in Tables 4.3 for A and Tables 4.4 and 4.5 for

Ĉ , respectively. In these tables the forms of A and Ĉ are given for all eight
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symmetries. Some background material is provided before the derivation of

representations. First, there is a discussion of crystalline and textured materials in

Sect. 4.3. Next the only symmetry operation considered here, the plane of mirror

symmetry, is introduced in Sect. 4.4, and the symmetries of interest are defined in

terms of mirror symmetry planes in Sect. 4.5. The symmetry representations for the

forms of A and Ĉ associated with the symmetries of interest are then obtained in

Sects. 4.6 and 4.7.

The primary interest here is only in about half of the eight material symmetries

admitted by the tensor Ĉ, however all of them are described for completeness (and

because being complete requires little space). The eight material symmetries

admitted by the tensor Ĉ are triclinic, monoclinic, trigonal, tetragonal, orthotropic,

transversely isotropic (or hexagonal), cubic, and isotropic symmetry. The main

interest will be in the orthotropic, transversely isotropic, and isotropic symmetries

with lesser interest in the triclinic, monoclinic, and trigonal symmetries. Curvilinear

and rectilinear anisotropy are described and compared in Sect. 4.8. The representa-

tion of the symmetry of a material with chirality (handedness) is considered in

Sect. 4.9. Section 4.10 is a short guide to the literature on the subject matter of this

chapter.

4.2 The Representative Volume Element

The RVE is a very important conceptual tool for forming continuum models of

materials and for establishing restrictions that might be necessary for a continuum

model to be applicable. An RVE for a continuum particle X is a statistically

homogeneous representative of the material in the neighborhood of X, that is to

say a material volume surrounding X. For purposes of this discussion the RVE is

taken to be a cube of side length LRVE; it could be any shape, but it is necessary that
it has a characteristic length scale. An RVE is shown in Fig. 4.1; it is a homogenized

or average image of a real material volume. Since the RVE image of the material

object O averages over the small holes and heterogeneous microstructures, overall

it replaces a discontinuous real material object by a smooth continuum model O of

the object. The RVE for the representation of a domain of a porous medium by a

continuum point is shown in Fig. 4.2. The RVE is necessary in continuum models

for all materials; the main question is how large must the length scale LRVE be to

obtain a reasonable continuum model. The smaller the value of LRVE the better; in

general the value of LRVE should be much less than the characteristic dimension LP
of the problem being modeled. On the other hand the LRVE should be much larger

than the largest characteristic microstructural dimension LM of the material being

modeled, thus LP � LRVE � LM. In wood, for example, this can be a problem

because wood has large microstructures and some objects made of wood are small.

For low carbon structural steel the bounds on LRVE are much less restrictive, the

characteristic size of the problem is greater and the characteristic size of the
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material microstructure is much less. For many applications the bounds on LRVE are
not seriously restrictive, although this is not generally the case with

nanomechanical and biological problems. Both in biology and in nanomechanics

there are structures that have a significant size range and the modeler must adjust

the value of LRVE to the size range of the objects modeled. For example, in

biomechanics, continuum models are often made of organs as well as of biological

membranes. In the case of the membrane, the LRVE may be less than 0.01 nm while

in the case of the organ, the LRVE may be of the order of 0.01 mm or larger.

The concept of stress is employed in both cases, with the modeler keeping in mind

that the two LRVE
0s differ by a factor of 1,000,000. The concept of the LRVE may, in

this way, be used to justify the application of the concept of stress at different

structural levels. The modeler usually does not write down the value of the LRVE

The Real Object
The Mathematical Model

of the Object

A Cartesian Reference
Coordinate System

EUCLIDEAN 3 SPACETHE REAL WORLD

RVE

X

Fig. 4.1 The image of a representative volume element (RVE)

Fig. 4.2 The RVE for the representation of a domain of a porous medium by a continuum point,

modified from Cowin (1999)
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in a problem under consideration, hence it is a “hidden” parameter in many

applications of continuum models.

The selection of different size RVE’s is illustrated in Fig. 4.2. A small RVE

will just contain the solid matrix material while a much larger RVE will average

over both the pores and the solid matrix. As another illustration of these different

RVE sizes relative to a real material, consider a cross-section of trabecular bone

shown in Fig. 4.3. The white regions are the bone trabeculae and the darker

regions are the pore spaces that are in vivo filled with marrow in the bone of

young animals. First consider the small rectangular white region in the lower right

quadrant as the first RVE for homogenization. This small rectangular white region

is entirely within the trabecular bone domain and thus the properties will be those

of trabecular bone. On the other hand, if the small RVE in the darker marrow

region is entirely within the bone marrow domain, the properties will be those of

the marrow. If the RVE or homogenization domain is taken to be one of the larger

rectangles in Fig. 4.3, the properties of the RVE will reflect the properties of both

the bone and the marrow, and their values will lie in between these two limits and

be proportional to the ratio of the volume of marrow voids to the volume of bone

in each rectangle.

Fig. 4.3 An illustration of a

cross-section of trabecular

bone. The whiter regions are

the bone trabeculae and the

darker regions are the spaces

occupied by the marrow in the

bones of young animals.

The rectangular regions

represent various RVE’s

discussed in the text. Adapted

from Cowin and Mehrabadi

(1989)
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4.3 Crystalline Materials and Textured Materials

The difference between the crystalline materials and the textural materials is the

difference between the types of force systems that determine the two different types

of symmetry. Crystallographic symmetries are determined by the internal force

systems that hold the material together in its solid form. These are force systems

between atoms or molecules. The lines of action of the attractive forces between

lattice points of a crystal determine the crystalline symmetry. On the other hand, the

symmetry of textured materials is determined mainly by external, rather than

internal, force systems. For example, it is well known that geological materials

have material symmetries associated with the stress state experienced by the mate-

rial during its formative state. Sedimentary deposits are generally organized by the

direction of gravity at the time of their formation. Similarly, the material symmetry

of structural steel is often determined by the external force systems associated with

its method of manufacture (extrusion, rolling, etc.) and not by the fact that it is

composed of ferric polycrystals. Man-made composites are generally designed to

survive in specific stress states and therefore can generally be considered as having a

material symmetry designed for the external force systems they will experience.

Plant and animal tissue are known to functionally adapt their local material structure

to external loads. In each of these examples the macroscopic material symmetry of

the textured material is determined by external force systems, even though at the

microscopic level some constituents may have crystalline symmetries determined

by internal force systems, as is the case with structural steel and bone tissue.

Crystals have the most clearly defined symmetries of all naturally occurring

materials. In crystallography an ideal crystal is defined in terms of a lattice.

A lattice is an infinite array of evenly spaced points that are all similarly situated.

Points are regarded as "similarly situated" if the rest of the lattice appears the same

and in the same orientation when viewed from them. An ideal crystal is then

defined to be an object in which the points, or atoms, are arranged in a lattice.

This means that the atomic arrangement appears to be the same and in the same

orientation when viewed from all the lattice points, and that the atomic arrangement

viewed from any point that is not a lattice point is different from the atomic

arrangement viewed from a lattice point. The form and orientation of the lattice

are independent of the particular point in the crystal chosen as origin. An ideal

crystal is infinite in extent. Real crystals are not only bounded, but also depart from

the ideal crystal by possessing imperfections. Forces that act on the lines connecting

the lattice points hold crystals together. The force systems that hold a crystal

together and give it shape and form are internal force systems.

Most large samples of natural materials are not crystals. They are either not

crystalline at all or they are polycrystalline. Polycrystalline materials are composed

of small randomly oriented crystalline regions separated by grain boundaries. The

material symmetry of these materials is not determined by the crystal structure of

their chemical components but by other factors. These factors include optional

design for man-made composite materials, growth patterns, and natural selection
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forces for biological materials, method of formation for geological materials, and

method of manufacture for many manufactured materials. These factors are

discussed in the following paragraphs.

The selection of material symmetry for a model of a material depends upon the

intended application of the model. For example a common application of elasticity

theory is to steels that are employed in large objects for structures. In this applica-

tion steels are conventionally treated as materials with isotropic symmetry. The

basis for the isotropic symmetry selection is an RVE of a certain practical size that

averages over many grains of the microstructure. Although each crystalline grain is

oriented, their orientation is random and their average has no orientation, hence for

a large enough RVE the material is isotropic. However if the application of the

model is to study the interaction between the crystalline grains, a much smaller

RVE will be selected. If the RVE selected is entirely within a single crystalline

grain, then this RVE selection would imply cubic material symmetry since ferrous

materials are characterized by cubic symmetries. It follows that the selection of

different size RVE’s can imply different material symmetries. The selection of a

particular size RVE is at the discretion of the person making the model, and that

selection should be determined by the model’s intended use.

Man-made composite materials are often designed to be anisotropic because

their intended use is to carry a particular type of loading that requires stiffness and

strength in one direction more than in others. While many materials might have the

stiffness and strength required, a composite material may have a lesser weight.

A unidirectional fiber-reinforced lamina of a composite is illustrated in the top

panel of Fig. 4.4. The directions of the fibers in alternate layers can be crossed to

Fig. 4.4 Layers of fibers are

alternated to obtain a laminar

composite
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obtain a laminar composite such as that shown in the remaining panels of Fig. 4.4.

It is possible to form cylinders and spheres from these laminae. Wood is a natural

composite composed of approximately cylindrical layers associated with each

year’s growth. These growth rings are illustrated in Fig. 4.5. In Fig. 4.6 there is

an illustration of the microstructure of a biological material, a three-dimensional

view of a nasturtium petiole. In each of these illustrations, it is possible to see how

the microstructure of the material will give the material a distinctive anisotropy.

Such materials are often called natural composite materials. Bone tissue, bamboo,

teeth, and muscles are other examples. These materials evolve their particular

microstructures in response to the environmental forces of natural selection.

The method of formation of geological materials generally provides them with a

definitive layering that makes them anisotropic. The layered structure is easily seen

to be analogous to a layered composite. The deposition of layers is influenced by

particle size, because different size particles fall through liquids at different rates.

Gravity is the force that gives geological sediments their initial layering. Plate

tectonic forces then force these layers in directions other than that in which they

were formed, that is why the layers are often viewed in situations where the normal

to the plane of the layer is not the direction of gravity.

Macrocomposite man-made materials such as reinforced concrete beams, skis,

and helicopter blades are easily seen to be elastically anisotropic. These materials

are designed to be anisotropic. In the process of deformation or in the

manufacturing process, anisotropy is induced in a material. Anisotropy is also

induced in geological and biological materials by deformation. The manufacture

of steel by extrusion or rolling induces anisotropy in the steel product as illustrated

in Fig. 4.7. Also illustrated, in Fig. 4.8, is the anisotropy induced by deformation.

Fig. 4.5 The cylindrical

layers associated with each

year’s growth in wood; note

curvilinear orthotropic

symmetry
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Xylem Vascular
bundlePhloem

Collenchyma
Epidermis

Parenchyma

Fig. 4.6 A three-dimensional view of a nasturtium petiole; note curvilinear orthotropic symmetry,

reprinted from Wainwright et al. (1976)

Fig. 4.7 Extrusion or rolling induces anisotropy in a steel product
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The illustration in this figure might represent the fiber deformation in a fibrous

composite manufacturing process. However, it could also represent deformation of

the collagen fibers in the deformation of a soft tissue.

For noncrystalline materials there are only three material symmetries tradition-

ally considered, orthotropy, transverse isotropy, and isotropy. However, the forms

of Ĉ for orthotropy and transverse isotropy are the same as the forms of Ĉ for the

rhombic and hexagonal crystal systems, respectively. Hence when the crystalline

and the traditional noncrystalline elastic material symmetries are combined, there

are only eight distinct forms of Ĉ, one for each of the seven crystal systems and

isotropy.

4.4 Planes of Mirror Symmetry

Symmetry elements are operations used in the analysis of symmetry. The principal

symmetry element of interest here is the plane of mirror or reflective symmetry. We

begin with a discussion of congruence and mirror symmetry. Two objects are

geometrically congruent if they can be superposed upon one another so that they

coincide. The two tetrahedra at the top of Fig. 4.9 are congruent. Congruence of two

shapes is a necessary but not sufficient condition for mirror symmetry. A pair of

congruent geometric objects is said to have mirror symmetry with respect to a plane

if for each point of either object there is a point of the other object such that the pair

of points is symmetric with respect to the plane. The two congruent tetrahedra at the

bottom of Fig. 4.9 have the special relationship of mirror symmetry with respect to

the plane whose end view is indicated by an m. Each congruent geometric object is

said to be the reflection of the other. The relationship between the two objects with

a

b

c

Fig. 4.8 Material anisotropy

induced by deformation, from

Hull (1981)
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respect to the symmetry plane is said to be achiral, that is to say that the objects are
mirror images. If the objects are not reflections of one another, they are said to be

chiral. The plane with respect to which two objects have mirror symmetry is called

their plane of reflective symmetry. A material is said to have a plane of reflective
symmetry or a mirror plane at a point in the material if the structure of the material

has mirror symmetry with respect to a plane passing through the point.

In the following three sections the concept of a plane of reflective symmetry

will now be used to classify the various types of anisotropy possible in the 3-D and

6-D symmetric linear transformations, the A in the three-dimensional linear

transformation r ¼ A � t, (A39), and Ĉ in the six-dimensional linear transformation

T̂ ¼ Ĉ � Ĵ, (A160). Recall that the matricesA and Ĉ transform according to the rules

(A83) and (A162), respectively, when the coordinate system is changed. In order to

apply the restrictions of reflective symmetry to (A83) and (A162), it is necessary to

have a representation for a plane of reflective symmetry for the orthogonal

transformations Q and Q̂, respectively. To construct such representations let a be

a unit vector representing the normal to a plane of reflective symmetry and let b

be any vector perpendicular to a, then a·b ¼ 0 for all b. An orthogonal transforma-

tion with the properties

RðaÞ � a ¼ �a; RðaÞ � b ¼ b (4.1)

represents a plane of reflective, or mirror, symmetry. The transformation (4.1)

carries every vector parallel to the vector a, the normal to the plane of mirror

symmetry, into the direction �a and it carries every vector b parallel to the plane

into itself. The orthogonal transformation with the property (4.1) is given by

RðaÞ ¼ 1� 2a� a; ðRðaÞ
ij ¼ dij � 2aiajÞ; (4.2)

a

b

c

a

b

c

a

b

c

a

b

c

Congruent tetrahedra

Mirror-image tetrahedra

m

Fig. 4.9 Illustration of

mirror symmetry
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as may be verified directly. The reflective transformation in six dimensions,

denoted by R̂
ðaÞ
, is constructed from RðaÞ using (A167), thus

R̂
ðaÞ ¼ 2

ffiffiffi
2

p

ð1� 2a21Þ2
2

ffiffiffi
2

p 2a21a
2
2ffiffiffi

2
p 2a21a

2
3ffiffiffi

2
p 4a21a2a3 2a1a3ð2a21 � 1Þ 2a1a2ð2a21 � 1Þ

2a21a
2
2ffiffiffi

2
p ð1� 2a22Þ2

2
ffiffiffi
2

p 2a22a
2
3ffiffiffi

2
p 2a2a3ð2a22 � 1Þ 4a1a

2
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p ð1� 2a23Þ2

2
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2

p 2a2a3ð2a23 � 1Þ 2a1a3ð2a23 � 1Þ 4a1a2a
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3

4a21a2a3 2a2a3ð2a22 � 1Þ 2a2a3ð2a23 � 1Þ 2a21 þ 8a22a
2
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(4.3)

As an example of the application of the result (4.3), the six-dimensional

transformations corresponding to planes of mirror symmetry in the e1 and e2
directions,

Rðe1Þ ¼
�1 0 0

0 1 0

0 0 1

2
4

3
5; Rðe2Þ ¼

1 0 0

0 �1 0

0 0 1

2
4

3
5; (4.4)

respectively, are given by

R̂
ðe1Þ ¼

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 �1 0

0 0 0 0 0 �1

2
6666664

3
7777775
; R̂

ðe2Þ ¼

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 �1 0 0

0 0 0 0 1 0

0 0 0 0 0 �1

2
6666664

3
7777775
; (4.5)

respectively. Other examples are the cases when the normals to the plane of

reflective symmetry are vectors in the e1, e2 plane, a ¼ cos y e1 þ sin y e2, or

the e2, e3 plane, a ¼ cos y e2 þ sin y e3. In these casesRðy12Þ andRðy23Þ are given by

Rðy12Þ ¼
� cos 2y � sin 2y 0

� sin 2y cos 2y 0

0 0 1

2
4

3
5; Rðy23Þ ¼

1 0 0

0 � cos 2y � sin 2y
0 � sin 2y cos 2y

2
4

3
5; (4.6)
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respectively, and R̂
ðy12Þ

and R̂
ðy23Þ

are given by

cos2 2y sin2 2y 0 0 0
ffiffiffi
2

p
sin 2y cos 2y

sin2 2y cos2 2y 0 0 0 � ffiffiffi
2

p
sin 2y cos 2y

0 0 1 0 0 0

0 0 0 cos 2y � sin 2y 0

0 0 0 � sin 2y � cos 2y 0ffiffiffi
2

p
sin 2y cos 2y � ffiffiffi

2
p

sin 2y cos 2y 0 0 0 sin2 2y� cos22y

2
666666666664

3
777777777775

and

1 0 0 0 0 0

0 cos2 2y sin2 2y
ffiffiffi
2

p
sin 2y cos 2y 0 0

0 sin2 2y cos2 2y � ffiffiffi
2

p
sin 2y cos 2y 0 0

0
ffiffiffi
2

p
sin 2y cos 2y � ffiffiffi

2
p

sin 2y cos 2y sin2 2y� cos22y 0 0

0 0 0 0 cos 2y � sin 2y

0 0 0 0 � sin 2y � cos 2y

2
666666666664

3
777777777775

(4.7)

respectively. The formulas (4.1)–(4.7) provide the 3-D and 6-D orthogonal

transformations for a plane of reflective symmetry. These mirror symmetry

transformations will be used in Sects. 4.6 and 4.7 to develop the representations

in Tables 4.3 and Tables 4.4 and 4.5 for the matrices A and Ĉ, respectively, for the

various material symmetries.

Problems

4.4.1. Verify that the transformation (4.2) RðaÞ ¼ 1� 2a� a has the properties

(4.1), RðaÞ � a ¼ �a and RðaÞ � b ¼ b where a �b ¼ 0 for all b.

4.4.2. Construct the orthogonal transformations Rðe3Þ and R̂
ðe3Þ

, then verify their

orthogonality.

4.4.3. Construct the orthogonal transformationsRðy13Þ and R̂
ðy13Þ

associated with the

vector a ¼ cos y e1 þ sin y e3, and verify their orthogonality.

4.4.4. Show that the reflections Rðy12Þ and R̂
ðy12Þ

when evaluated at y ¼ 0 coincide

with the reflections Rðe1Þ and R̂
ðe1Þ

, and when evaluated at y ¼ p/2, they

coincide with the reflections Rðe2Þ and R̂
ðe2Þ

.
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4.4.5. Show that the reflections Rðy23Þ and R̂
ðy23Þ

when evaluated at y ¼ 0 coincide

with the reflections Rðe2Þ and R̂
ðe2Þ

, and when evaluated at y ¼ p/2, they

coincide with the reflections Rðe3Þ and R̂
ðe3Þ

.

4.4.6. Construct the three- and six-dimensional reflective transformations for each

of four normal vectors, k ¼ (1/2)(e1 þ (√3)e2), p ¼ (1/2)(�e1 þ (√3)e2),
m ¼ (1/2)(√3)e1 þ e2), n ¼ (1/2)l(√3)e1 – e2). Show that the set of six

vectors k, p, m, n, e1, and e2 form a set that makes a pattern. The pattern

is such that each vector of the set of six vector points is one of six different

directions and makes angles that are each multiples of p/6 with the

other vectors.

4.5 Characterization of Material Symmetries

by Planes of Symmetry

In this section the number and orientation of the planes of reflective symmetry

possessed by each linear elastic material symmetry will be used to define it. These

material symmetries include isotropic symmetry and the seven anisotropic

symmetries, triclinic, monoclinic, trigonal, orthotropic, hexagonal (transversely

isotropy), tetragonal, and cubic. These symmetries may be classified strictly on

the basis of the number and orientation of their planes of mirror symmetry.

Figure 4.10 illustrates the relationship between the various symmetries; it is

organized such that the lesser symmetries are at the upper left and as one moves

to the lower right one sees crystal systems with greater and greater symmetry. The

number of planes of symmetry for each material symmetry is given in Table 4.1

and, relative to a selected reference coordinate system, the normals to the planes of

symmetry for each material symmetry are specified in Table 4.2. Triclinic symme-

try has no planes of reflective symmetry so there are no symmetry restrictions for a

triclinic material.Monoclinic symmetry has exactly one plane of reflective symme-

try. Trigonal symmetry has three planes of symmetry whose normals all lie in the

same plane and make angles of 120� with each other; its threefold character stems

from this relative orientation of its planes of symmetry. Orthotropic symmetry has

three mutually perpendicular planes of reflective symmetry, but the existence of the

third plane is implied by the first two. That is to say, if there exist two perpendicular

planes of reflective symmetry, there will automatically be a third one perpendicular

to both of the first two. Tetragonal symmetry has the five planes of symmetry

(a1–a5) illustrated in Fig. 4.11; four of the five planes of symmetry have normals

that all lie in the same plane and make angles of 45� with each other; its fourfold

character stems from this relative orientation of its planes of symmetry. The fifth

plane of symmetry is the plane containing the normals to the other four planes of

symmetry. Hexagonal symmetry has seven planes of symmetry; six of the seven

planes of symmetry have normals that all lie in the same plane and make angles of

60� with each other; its sixfold character stems from this relative orientation of its
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planes of symmetry. The seventh plane of symmetry is the plane containing the

normals to the other six planes of symmetry. The illustration for hexagonal sym-

metry is similar to that for tetragonal symmetry shown in Fig. 4.11; the difference is

that there are six rather than four planes with normals all lying in the same plane and

that those normals make angles of 30� rather than 45� with each other. Cubic
symmetry has the nine planes of symmetry illustrated in Fig. 4.12. The positive

octant at the front of Fig. 4.12 is bounded by three of the symmetry planes with

normals a1, a2, and a3 and contains traces of the six other planes of symmetry.

Fig. 4.10 The hierarchical organization of the eight material symmetries of linear elasticity. The

figure is organized such that the lower symmetries are at the upper left and as one moves down and

across the table to the right one encounters crystal systems with greater and greater symmetry.

From Chadwick et al. (2001)

Table 4.1 The distinct

symmetries of linear

anisotropic elasticity

Triclinic 0 18 (21)

Monoclinic 1 0 12 (13)

Orthotropic or orthorhombic 3 0 9

Tetragonal 5 0 6 (7)

Cubic 9 0 3

Trigonal 3 0 6 (7)

Hexagonal 7 0 5

Transverse isotropy 1 þ 1 1 5

Isotropy 12 12 2
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If every vector in a plane is normal to a plane of reflective symmetry, the plane is

called a plane of isotropy. It can be shown that a plane of isotropy is itself a plane of
reflective symmetry. The material symmetry characterized by a single plane of

isotropy is said to be transverse isotropy. In the case of linear elasticity the Ĉmatrix

for transversely isotropic symmetry is the same as the Ĉ matrix for hexagonal

symmetry and so a distinction is not made between these two symmetries. Isotropic
symmetry is characterized by every direction being the normal to a plane of

reflective symmetry, or equivalently, every plane being a plane of isotropy.

In this presentation the reference coordinate system for the elastic symmetries is

selected so that there are only 18 distinct components of Ĉ for triclinic symmetry, 12

for monoclinic and so that the 7 constant tetragonal and trigonal symmetries are the

Table 4.2 The normals to the planes of symmetry of the indicated symmetry group

Type of material symmetry Normals to the planes of symmetry of the indicated symmetry group

Triclinic None

Monoclinic e1

Orthotropic e1, e2, e3
Tetragonal e1, e2, e3, (1/√2)(e1 þ e2) and (1/√2)(e1 � e2)

Cubic e1, e2, e3, (1/√2)(e1 þ e2), (1/√2)(e1 � e2), (1/√2)(e1 þ e3)

(1/√2)(e1 � e3), (1/√2)(e2 þ e3), (1/√2)(e2 � e3)

Trigonal e1, (1/2)(e1 þ √3 e2) and (1/2)(e1 � √3 e2)

Hexagonal e1, e2, e3, (1/2)(√3 e1 þ e2), (1/2)(√3 e1 � e2), (1/2)(e1 þ √3 e2)

and (1/2)(e1 � √3 e2).

Transverse isotropy e3 and any vector lying in the e1, e2 plane

Isotropy Any vector

π/4

π/4 π/4
π/4

a1

a2 a3

a4

a5

Fig. 4.11 An illustration of the five planes of symmetry characterizing tetragonal symmetry.

The normals to the five planes are denoted by a1–a4. Four of the five planes of symmetry have

normals that all lie in the same plane and make angles of 45� with each other. The fourfold

character of the symmetry stems from the relative orientation of its planes of symmetry. The fifth

plane of symmetry is the plane containing the normals to the other four planes of symmetry.

Modified from Rovati and Taliercio (2003)
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same as the 6 constant tetragonal and trigonal symmetries, respectively. This

selection of the coordinate system is always possible without restricting the gener-

ality of the matrix representations (Cowin 1995; Fedorov 1968).

This classification of the types of linear elastic material symmetries by the number

and orientation of the normals to the planes of material symmetry is fully equivalent

to the crystallographic method using group theory (Chadwick et al. 2001).

Problems

4.5.1. Construct diagrams of the number and orientation of the normals to the

planes of reflective symmetry for six of the eight material symmetries

(diagrams for the other two, tetragonal and cubic, and prose descriptions

for all the symmetries are given in the text); the triclinic, monoclinic,

orthotropic, hexagonal, transverse isotropic, and isotropic material

symmetries.

4.5.2. Construct a diagram for the set of normals to the planes of reflective

symmetry given in Problem 4.4.6, with the addition of the normal e3 so

that the set now consists of seven vectors: k, p, m, n, e1, e2, and e3.

4.5.3. From the images of simplified crystal models shown in Figs. 4.13a, b,

identify the appropriate material symmetry for the object in each figure,

set up the convenient coordinate system for the object, and list the vectors of

the normals to the planes of symmetry characterizing each particular

symmetry.

Fig. 4.12 An illustration

of the nine planes of

symmetry characterizing

cubic symmetry. The positive

octant at the front of the

perspective is bounded by

three of the symmetry planes

with normals a1, a2, and a3
and contains traces of the

six other planes of symmetry.

From Rovati and

Taliercio (2003)
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4.6 The Forms of the Symmetric Three-Dimensional

Linear Transformation A

In this section the definitions of the material symmetries given in Sect. 4.5 are used

in conjunction with the orthogonal transformation (4.2) characterizing a plane of

reflective symmetry and transformation law (A83) to derive the forms of the three-

dimensional linear transformation A for the material symmetries of interest. First,

since triclinic symmetry has no planes of reflective symmetry, there are no symme-

try restrictions for a triclinic material and the linear transformation A is unre-

stricted. This conclusion is recorded in Table 4.3.

Monoclinic symmetry has exactly one plane of reflective symmetry. This means

that the material coefficients appearing in A must be unchanged by one reflective

symmetry transformation. Let e1 be the normal to the plane of reflective symmetry

so that the reflective symmetry transformation is Rðe1Þ , given by the first of (4.4).

The tensor A is subject to the transformation

AðLÞ ¼ Rðe1Þ � AðGÞ � ½Rðe1Þ�T (4.8)

which follows from the first of (A83) by setting T ¼ A andQ ¼ Rðe1Þ. Substituting
for A and Rðe1Þ in this equation, one finds that

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5 ¼

�1 0 0

0 1 0

0 0 1

2
4

3
5 A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5 �1 0 0

0 1 0

0 0 1

2
4

3
5;

Fig. 4.13 (a) See Problem 4.5.3. (b) See Problem 4.5.3
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or

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5 ¼

A11 �A12 �A13

�A21 A22 A23

�A31 A32 A33

2
4

3
5: (4.9)

The transformation (4.8) or (4.9) is thus seen to leave the tensor A unchanged by

the reflection only if A12 ¼ A21 ¼ A13 ¼ A31 ¼ 0. It follows then that the form of

the tensor A consistent with monoclinic symmetry characterized by a plane

of reflective symmetry normal to the e1 base vector must satisfy the conditions

A12 ¼ A21 ¼ A13 ¼ A31 ¼ 0. This result for monoclinic symmetry is recorded in

Table 4.3.

Three mutually perpendicular planes of reflective symmetry characterize

orthotropic symmetry, but the third plane is implied by the first two. This means

that the material coefficients appearing in the representation of A for monoclinic

symmetry must be unchanged by one more perpendicular reflective symmetry

transformation. Let e2 be the normal to the plane of reflective symmetry so that

Table 4.3 The forms of the three-dimensional linear transformation A for the different material

symmetries. Note that these forms are not here required to be symmetric, three of them are and

three of them are not. However symmetry will be required for all of them by different and

specialized physical arguments in subsequent chapters

Type of material symmetry Form of linear transformation A

Triclinic A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5

Monoclinic A11 0 0

0 A22 A23

0 A32 A33

2
4

3
5

Orthotropic A11 0 0

0 A22 0

0 0 A33

2
4

3
5

Hexagonal, trigonal, tetragonal (some crystal classes) A11 A12 0

�A12 A11 0

0 0 A33

2
4

3
5

Transversely isotropic, hexagonal, trigonal,

tetragonal (the other crystal classes)
A11 0 0

0 A11 0

0 0 A33

2
4

3
5

Isotropic and cubic A11 0 0

0 A11 0

0 0 A11

2
4

3
5
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the reflective symmetry transformation is Rðe2Þ given by the second of (4.4).

The monoclinic form of the tensor A is subject to the transformation

AðLÞ ¼ Rðe2Þ � AðGÞ � ½Rðe2Þ�T (4.10)

which follows from the first of (A83) by setting T ¼ A andQ ¼ Rðe2Þ. Substituting
into (4.10) the representation for the monoclinic form for A and the representation

for Rðe2Þ, one finds that

A11 0 0

0 A22 A23

0 A32 A33

2
4

3
5 ¼

1 0 0

0 �1 0

0 0 1

2
4

3
5 A11 0 0

0 A22 A23

0 A32 A33

2
4

3
5 1 0 0

0 �1 0

0 0 1

2
4

3
5;

or

A11 0 0

0 A22 A23

0 A32 A33

2
4

3
5 ¼

A11 0 0

0 A22 �A23

0 �A32 A33

2
4

3
5: (4.11)

The transformation (4.10) or (4.11) is thus seen to leave the monoclinic form of

the tensor A unchanged by the reflection only if A32 ¼ A23 ¼ 0. It follows then that

the form of the tensor A consistent with an orthotropic symmetry characterized by

planes of reflective symmetry normal to the e1 and e2 base vectors must satisfy the

conditions A32 ¼ A23 ¼ 0. It is then possible to show that this restriction also

permits the existence of a third plane of reflective symmetry perpendicular to the

first two. This result for orthotropic symmetry is recorded in Table 4.3.

A transversely isotropic material is one with a plane of isotropy. A plane of

isotropy is a plane in which every vector is the normal to a plane of reflective

symmetry. This means that the material coefficients appearing in the representation

of A for orthotropic symmetry must be unchanged by any reflective symmetry

transformation characterized by any unit vector in a specified plane. Let the plane

be the e1, e2 plane and let the unit vectors be a ¼ cos ye1 þ sin ye2 for any and all
values of y; then the reflective symmetry transformations of interest areRðy12Þ given
by the first of (4.6). The orthotropic form of the tensor A is subject to the

transformation

AðLÞ ¼ Rðy12Þ � AðGÞ � ½Rðy12Þ�T (4.12)

which follows from the first of (A83) by setting T ¼ A andQ ¼ Rðy12Þ. Substitution
for Rðy12Þ and the orthotropic form for A into this equation, one finds that
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A11 0 0

0 A22 0

0 0 A33

2
64

3
75 ¼

� cos 2y � sin 2y 0

� sin 2y cos 2y 0

0 0 1

2
64

3
75

A11 0 0

0 A22 0

0 0 A33

2
64

3
75

�
� cos 2y � sin 2y 0

� sin 2y cos 2y 0

0 0 1

2
64

3
75

or

A11 0 0

0 A22 0

0 0 A33

2
664

3
775 ¼

A11cos
22yþ A22sin

22y
1

4
sin 4yðA11 � A22Þ 0

1

4
sin 4yðA11 � A22Þ A11sin

22yþ A22cos
22y 0

0 0 A33

2
666664

3
777775
:

(4.13)

The transformation (4.12) or (4.13) is thus seen to leave the transversely

isotropic form of the tensor A unchanged by the reflection only if A11 ¼ A22.

It follows then that the transversely isotropic form of the tensor A consistent with

transversely isotropic symmetry characterized by a plane of isotropy in the e1, e2
plane must satisfy the conditions A11 ¼ A22. This result for transversely isotropic

symmetry is recorded in Table 4.3. Algebraic procedures identical with those

described above may be used to show that the forms of the tensor A consistent

with the trigonal, tetragonal, and hexagonal symmetries are each identical with that

for transversely isotropic symmetry.

Isotropic symmetry is characterized by every direction being the normal to a

plane of reflective symmetry, or equivalently, every plane being a plane of isotropy.

This means that the material coefficients appearing in the representation of A for

transversely isotropic symmetry must be unchanged by any reflective symmetry

transformation characterized by any unit vector in any direction. In addition to the

e1, e2 plane considered as the plane of isotropy for transversely isotropic symmetry,

it is required that the e2, e3 plane be a plane of isotropy. The second plane of

isotropy is characterized by the unit vector a ¼ cos y e2 þ sin y e3 for any and all

values of y, then the reflective symmetry transformation of interest isRðy23Þ given by
the second of (4.6). The transversely isotropic form of the tensor A must be

invariant under the transformation

AðLÞ ¼ Rðy23Þ � AðGÞ � ½Rðy23Þ�T (4.14)

which follows from the first of (A83) by setting T ¼ A andQ ¼ Rðy23Þ. Substitution
for Rðy23Þ and the transversely isotropic form for A into this equation, one finds that
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A11 0 0

0 A11 0

0 0 A33

2
4

3
5 ¼

1 0 0

0 � cos 2y � sin 2y
0 � sin 2y cos 2y

2
4

3
5 A11 0 0

0 A11 0

0 0 A33

2
4

3
5

�
1 0 0

0 � cos 2y � sin 2y
0 � sin 2y cos 2y

2
4

3
5

or

A11 0 0

0 A11 0

0 0 A33

2
4

3
5 ¼

A11 0 0

0 A11cos
22yþ A33sin

22y 1
4
sin 4yðA11 � A33Þ

0 1
4
sin 4yðA11 � A33Þ A11sin

22yþ A33cos
22y

2
4

3
5;

(4.15)

>The transformation (4.14) or (4.15) is thus seen to leave the isotropic form of the

tensor A unchanged by the reflection only if A11 ¼ A33. It follows then that the

isotropic form of the tensor A consistent with isotropic symmetry characterized by

planes of isotropy in the e1, e2 and e2, e3 planesmust satisfy the conditionsA11 ¼ A33.

Actually there are many ways to make the transition from transversely isotropic

symmetry to isotropic symmetry other than the method chosen here. Any plane of

reflective symmetry added to the plane of isotropy of transversely isotropic symme-

try, and not coincident with the plane of isotropy, will lead to isotropic symmetry.

This result for isotropic symmetry is recorded in Table 4.3. Algebraic procedures

identical with those described above may be used to show that the form of the tensor

A consistent with cubic symmetry is identical with that for isotropic symmetry.

Problems

4.6.1 Show that the orthotropic form of the tensor A given in Table 4.3 is invariant

under the transformation Rðe3Þ constructed in Problem 4.4.3.

4.6.2 Show that the isotropic form of the tensor A given in Table 4.3 is invariant

under the transformation Rðy13Þ constructed in Problem 4.4.3.

4.6.3 Construct a representation for A that is invariant under the seven reflective

transformations formed from the set of normals to the planes of reflective

symmetry given in Problem 4.5.2: k, p, m, n, e1, e2, and e3. Does the result

coincide with one of the representations already in Table 4.3? If it does,

please explain.

4.7 The Forms of the Symmetric Six-Dimensional Linear

Transformation Ĉ

In this section the definitions of the material symmetries given in Sect. 4.5 are used

in conjunction with the six-dimensional orthogonal transformation (4.3)

characterizing a plane of reflective symmetry and transformation law (A162) to
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derive the forms of the three-dimensional linear transformation Ĉ for different

material symmetries. The developments in this section parallel those in the previous

section step for step. The matrices are different, and the results are different, but the

arguments are identical. However, since this topic involves 6 � 6 rather than 3 � 3

matrices, a computational symbolic algebra program (e.g., Maple, Mathematica,

Matlab, MathCad, etc.) is required to make the calculations simple. One should

work through this section with such a program on a computer.

First, since triclinic symmetry has no planes of reflective symmetry, there are no

symmetry restrictions for a triclinic material and the linear transformation Ĉ is

unrestricted. This conclusion is recorded in Tables 4.4 and 4.5. Monoclinic sym-

metry has exactly one plane of reflective symmetry. This means that the material

Table 4.4 The forms of the six-dimensional linear transformation Ĉ for the triclinic, monoclinic,

and orthotropic material symmetries. Note that these forms are not here required to be symmetric,

three of them are and five of them are not. However symmetry will be required for all of them by

different and specialized physical arguments in subsequent chapters

Type of material symmetry Form of the six-dimensional linear transformation

Triclinic ĉ11 ĉ12 ĉ13 ĉ14 ĉ15 ĉ16

ĉ21 ĉ22 ĉ23 ĉ24 ĉ25 ĉ26

ĉ31 ĉ32 ĉ33 ĉ34 ĉ35 ĉ36

ĉ41 ĉ42 ĉ43 ĉ44 ĉ45 ĉ46

ĉ51 ĉ52 ĉ53 ĉ54 ĉ55 ĉ56

ĉ61 ĉ62 ĉ63 ĉ64 ĉ65 ĉ66

2
666666664

3
777777775

Monoclinic ĉ11 ĉ12 ĉ13 ĉ14 0 0

ĉ21 ĉ22 ĉ23 ĉ24 0 0

ĉ31 ĉ32 ĉ33 ĉ34 0 0

ĉ41 ĉ42 ĉ43 ĉ44 0 0

0 0 0 0 ĉ55 ĉ56

0 0 0 0 ĉ65 ĉ66

2
666666664

3
777777775

Orthotropic ĉ11 ĉ12 ĉ13 0 0 0

ĉ21 ĉ22 ĉ23 0 0 0

ĉ31 ĉ32 ĉ33 0 0 0

0 0 0 ĉ44 0 0

0 0 0 0 ĉ55 0

0 0 0 0 0 ĉ66

2
666666664

3
777777775

Trigonal ĉ11 ĉ12 ĉ13 ĉ14 0 0

ĉ12 ĉ22 ĉ23 �ĉ14 0 0

ĉ13 ĉ23 ĉ33 0 0 0

ĉ41 �ĉ41 0 ĉ44 0 0

0 0 0 0 ĉ44
ffiffiffi
2

p
ĉ14

0 0 0 0
ffiffiffi
2

p
ĉ41 ðĉ11 � ĉ12Þ

2
666666664

3
777777775
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coefficients appearing in Ĉ must be unchanged by one reflective symmetry

transformation. Let e1 be the normal to the plane of reflective symmetry so that

the reflective symmetry transformation is R̂
ðe1Þ

, given by the first of (4.5). The tensor

Ĉ must be invariant under the transformation

Ĉ
ðLÞ ¼ R̂

ðe1Þ � ĈðGÞ � ½R̂ðe1Þ�
T

; (4.16)

which follows from the first of (A162) by setting Q̂ ¼ R̂
ðe1Þ

. The pattern of this

calculation follows the pattern of calculation in (4.9). That pattern is the substitu-

tion for Ĉ and R̂
ðe1Þ

into this equation and the execution of the matrix multiplication.

The resulting matrices are not documented here. As mentioned above, they may be

easily obtained with any symbolic algebra program. The result is that the tensor Ĉ is

unchanged by the reflection only if ĉ15 ¼ ĉ51 ¼ ĉ16 ¼ ĉ61 ¼ ĉ25 ¼ ĉ52 ¼ ĉ26 ¼ ĉ62
¼ ĉ35 ¼ ĉ53 ¼ ĉ36 ¼ ĉ63 ¼ ĉ45 ¼ ĉ54 ¼ ĉ46 ¼ ĉ64 ¼ 0. It follows then that the form

of the tensor Ĉ consistent with monoclinic symmetry characterized by a plane

of reflective symmetry normal to the e1 base vector must satisfy the conditions

ĉ15 ¼ ĉ51 ¼ ĉ16 ¼ ĉ61 ¼ ĉ25 ¼ ĉ52 ¼ ĉ26 ¼ ĉ62 ¼ ĉ35 ¼ ĉ53 ¼ ĉ36 ¼ ĉ63 ¼ ĉ45 ¼
ĉ54 ¼ ĉ46 ¼ ĉ64 ¼ 0. This result for monoclinic symmetry is recorded in Table 4.4.

Three mutually perpendicular planes of reflective symmetry characterize

orthotropic symmetry, but the third plane is implied by the first two. This means

that the material coefficients appearing in the representation of Ĉ for monoclinic

symmetry must be unchanged by another perpendicular reflective symmetry

transformation. Let the e2 be the normal to the plane of reflective symmetry so

the reflective symmetry transformation is R̂
ðe2Þ

as given by the second of (4.5).

The monoclinic form of the tensor Ĉ must be invariant under the transformation

Ĉ
ðLÞ ¼ R̂

ðe2Þ � ĈðGÞ � ½R̂ðe2Þ�
T

; (4.17)

which follows from the first of (A162) by setting Q̂ ¼ R̂
ðe2Þ

. The pattern of this

calculation follows the pattern of calculation in (4.11). That pattern is the substitu-

tion of the monoclinic form for Ĉ and R̂
ðe2Þ

into this equation and the execution of

the matrix multiplication. The resulting matrices are not documented here; they

may be easily obtained with any symbolic algebra program. The result is that the

tensor Ĉ is unchanged by the reflection only if ĉ14 ¼ ĉ41 ¼ ĉ24 ¼ ĉ42 ¼ ĉ34 ¼ ĉ43
¼ ĉ56 ¼ ĉ65 ¼ 0 . It follows then that the form of the tensor Ĉ consistent with

orthotropic symmetry characterized by planes of reflective symmetry normal to the

e1 and e2 base vectors must satisfy the conditions ĉ14 ¼ ĉ41 ¼ ĉ24 ¼ ĉ42 ¼ ĉ34 ¼
ĉ43 ¼ ĉ56 ¼ ĉ65 ¼ 0. This result for orthotropic symmetry is recorded in Table 4.4.

A transversely isotropic material is one with a plane of isotropy. This means that

the material coefficients appearing in the representation of Ĉ for orthotropic
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symmetry must be unchanged by any reflective symmetry transformation

characterized by any unit vector in a specified plane. Let the designated plane of

isotropy be the e1, e2 plane and let the unit vector be a ¼ cos y e1 þ sin y e2 for

any and all values of y; then the reflective symmetry transformation of interest is

R̂
ðy12Þ

, given by the first of (4.7). The orthotropic form of the tensor Ĉ must be

invariant under the transformation

Ĉ
ðLÞ ¼ R̂

ðy12Þ � ĈðGÞ � ½R̂ðy12Þ�
T

; (4.18)

which follows from the first of (A162) by setting Q̂ ¼ R̂
ðy12Þ

. The pattern of this

calculation follows the pattern of calculation in (4.12). That pattern is the substitu-

tion of the orthotropic form for � Ĉ and R̂
ðy12Þ

into this equation and the execution

of the matrix multiplication. The resulting matrices are not documented here. They

may be easily obtained with any symbolic algebra program. The result is that the

tensor Ĉ is unchanged by the reflection only if ĉ22 ¼ ĉ11; ĉ21 ¼ ĉ12; ĉ23 ¼ ĉ13; ĉ32
¼ ĉ31; ĉ55 ¼ ĉ44; ĉ66 ¼ ĉ11 � ĉ12 . It follows then that the form of the tensor Ĉ

consistent with transversely isotropic symmetry characterized by a plane of isot-

ropy whose normal is in e3 direction must satisfy the conditions ĉ22 ¼ ĉ11; ĉ21
¼ ĉ12; ĉ23 ¼ ĉ13; ĉ32 ¼ ĉ31; ĉ55 ¼ ĉ44; ĉ66 ¼ ĉ11 � ĉ12 . This result for trans-

versely isotropic symmetry is recorded in Table 4.5.

Isotropic symmetry is characterized by every direction being the normal to a

plane of reflective symmetry, or equivalently, every plane being a plane of isotropy.

This means that the material coefficients appearing in the representation of Ĉ for

transversely isotropic symmetry must be unchanged by any reflective symmetry

transformation characterized by any unit vector in any direction. In addition to the

e1, e2 plane considered for transversely isotropic symmetry it is required that the e2,

e3 plane be a plane of isotropy. The second plane of isotropy is characterized by the

unit vectors a ¼ cos y e2 þ sin y e3 for any and all values of y, then the reflective

symmetry transformations of interest are R̂
ðy23Þ

given by the second of (4.7). The

form of the tensor Ĉ representing transversely isotropic symmetry must be invariant

under the transformation

Ĉ
ðLÞ ¼ R̂

ðy23Þ � ĈðGÞ � ½R̂ðy23Þ�
T

; (4.19)

which follows from the first of (A162) by setting Q̂ ¼ R̂
ðy23Þ

. The pattern of this

calculation follows the pattern of calculation in (4.14) and (4.15). That pattern is the

substitution of the transversely isotropic form for Ĉ and R̂
ðy23Þ

into this equation and

the execution of the matrix multiplication. The resulting matrix is not recorded

here; it may be easily obtained with any symbolic algebra program. The result is

that the tensor Ĉ is unchanged by any of the reflections whose normals lie in the
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plane perpendicular to e1 only if the transversely isotropic form for Ĉ satisfies the

additional restrictions: ĉ33 ¼ ĉ11; ĉ31 ¼ ĉ12; ĉ31 ¼ ĉ12; ĉ13 ¼ ĉ12; ĉ44 ¼ ĉ11 � ĉ12.

It follows then that the transversely isotropic form of the tensor Ĉ consistent with

isotropic symmetry characterized by two perpendicular planes of isotropy must

satisfy the conditions ĉ33 ¼ ĉ11; ĉ31 ¼ ĉ12; ĉ31 ¼ ĉ12; ĉ13 ¼ ĉ12; ĉ44 ¼ ĉ11 � ĉ12 .
This result for isotropic symmetry is recorded in Table 4.4. Algebraic procedure

identical with those described above may be used to obtain the forms of the tensor Ĉ

consistent with the trigonal, tetragonal, and cubic symmetries listed in Table 4.4.

Problems

4.7.1 Show that the representation for orthotropic symmetry in Table 4.4 is also

invariant under the transformation R̂
ðe3Þ

constructed in Problem 4.4.2.

Table 4.5 The forms of the six-dimensional linear transformation Ĉ for transversely isotropic and

isotropic materials

Type of material symmetry Form of the six-dimensional linear transformation

Tetragonal ĉ11 ĉ12 ĉ13 0 0 0

ĉ12 ĉ11 ĉ13 0 0 0

ĉ31 ĉ31 ĉ33 0 0 0

0 0 0 ĉ44 0 0

0 0 0 0 ĉ44 0

0 0 0 0 0 ĉ66

2
666666664

3
777777775

Transversely isotropic, hexagonal ĉ11 ĉ12 ĉ13 0 0 0

ĉ12 ĉ11 ĉ13 0 0 0

ĉ31 ĉ31 ĉ33 0 0 0

0 0 0 ĉ44 0 0

0 0 0 0 ĉ44 0

0 0 0 0 0 ĉ11 � ĉ12

2
666666664

3
777777775

Cubic ĉ11 ĉ12 ĉ12 0 0 0

ĉ12 ĉ11 ĉ12 0 0 0

ĉ12 ĉ12 ĉ11 0 0 0

0 0 0 ĉ44 0 0

0 0 0 0 ĉ44 0

0 0 0 0 0 ĉ44

2
666666664

3
777777775

Isotropic ĉ11 ĉ12 ĉ12 0 0 0

ĉ12 ĉ11 ĉ12 0 0 0

ĉ12 ĉ12 ĉ11 0 0 0

0 0 0 ĉ11 � ĉ12 0 0

0 0 0 0 ĉ11 � ĉ12 0

0 0 0 0 0 ĉ11 � ĉ12

2
666666664

3
777777775
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4.7.2 Show that the representation for isotropic symmetry in Table 4.4 is also

invariant under the transformation R̂
ðy13Þ

constructed in Problem 4.4.3.

4.7.3 Construct a representation for Ĉ that is invariant under the seven reflective

transformations formed from the set of normals to the planes of reflective

symmetry given in Problem 4.5.2: k, p, m, n, e1, e2, and e3. Does the result

coincide with one of the representations already in Table 4.4? If it does,

please explain.

4.8 Curvilinear Anisotropy

In the case where the type of texturedmaterial symmetry is the same at all points in an

object, it is still possible for the normals to the planes ofmirror symmetry to rotate as a

path is traversed in the material. This type of anisotropy is referred to as curvilinear
anisotropy. The cross-section of a tree illustrated in Fig. 4.5 and the nasturtium

petiole in Fig. 4.6 have curvilinear anisotropy. At any point the tree has orthotropic

symmetry, but as a path across a cross-section of the tree is followed, the normals to

the planes of symmetry rotate. In the cross-section the normals to the planes of

symmetry are perpendicular and tangent to the growth rings. Curvilinear anisotropy,

particularly curvilinear orthotropy, and curvilinear transverse isotropy are found in

many man-made materials and in biological materials. Wood and plane tissue are

generally curvilinear orthotropic, as are fiber wound composites. Only textured

symmetries can be curvilinear. Crystalline symmetries are rectilinear, that is to say

the planes of symmetry cannot rotate as a linear path is traversed in the material.

Curvilinear anisotropies such as those based on the ideal cylindrical and spherical

coordinate systems may have mathematical singularities. For example, a curvilinear

orthotropy characterized by the ideal cylindrical coordinate system has a singularity

at the origin (Tarn 2002). This is due to the fact that the modulus associated with the

radial direction is different from that associated with the circumferential or hoop

direction (c.f., Fig. 4.5). The singularity at the origin arises due to the fact that the

radial direction and the circumferential or hoop direction are indistinguishable at the

origin yet they have different moduli. A simple resolution of the mathematical

singularity in the model is possible with the proper physical interpretation of its

significance in the real material. One such proper physical interpretation of such

singular points is to note that a volume element containing such a singular point is

not a typical RVE and must be treated in a special manner. This is basically the

approach of Tarn (2002) who constructs a special volume element, with transversely

isotropic symmetry, enclosing the singularity in the cylindrical coordinate system.

The mathematical singularity in the model is, in this way, removed and the model

corresponds more closely to the real material.

Problems

4.8.1 Sketch the curvilinear nature of the set of three normals to the planes of

reflective symmetry that characterize the wood tissue of a tree.
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4.9 Symmetries that Permit Chirality

Thus far in the consideration of material symmetries the concern has been with the

number and orientation of the planes of material symmetry. In this section the

consideration is of those material symmetries that have planes that are not normals

to planes of reflective symmetry. The triclinic, monoclinic, and trigonal symmetries

are the only three of the eight elastic symmetries that permit directions that are not

normals to planes of reflective symmetry. Every direction in triclinic symmetry is a

direction in which a normal to the plane of material symmetry is not permitted.

Every direction that lies in the single symmetry plane in monoclinic symmetry is a

direction in which a normal to the plane of material symmetry is not permitted. The

only direction in trigonal symmetry in which a normal to the plane of material

symmetry is not permitted is the direction normal to a plane of threefold symmetry.

There are not other such directions. The triclinic, monoclinic, and trigonal

symmetries are also the only three of the eight elastic symmetries that, in their

canonical symmetry coordinate system, retain cross-elastic constants connecting

normal stresses (strains) to shear strains (stresses) and vice versa. In the Ĉmatrices

listed in Table 4.4 these cross-elastic constants appear in the lower left and upper

right 3 � 3 sub-matrices for the triclinic, monoclinic, and trigonal symmetries. In

the A matrices listed in Table 4.3 only monoclinic symmetry has a cross-elastic

constant. The nonzero cross-elastic constants and the directions that are not normals

to planes of reflective symmetry are directly related; such planes disappear when

the cross-elastic constants are zero. It is the existence of such planes and associated

cross-elastic constants that allow structural gradients and handedness (chirality).

Trigonal symmetry, because it is the highest symmetry of the three

symmetries, admits a direction that is not a direction associated with a normal

to a plane of reflective symmetry, nor any projected component of a normal to a

plane of reflective symmetry. An interesting aspect of trigonal symmetry is the

chiral or symmetry-breaking character of the cross-elastic constant ĉ14. Note that
ĉ14 is not constrained to be of one sign; the sign restriction on ĉ14 from the positive

definiteness of strain energy is

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ĉ44ðĉ11 � ĉ12Þ

2

r
< ĉ 14 <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ĉ44ðĉ11 � ĉ12Þ

2

r
: (4.20)

If ĉ14 vanishes, the Ĉmatrix in Table 4.4 for trigonal symmetry specializes to the Ĉ

matrix in Table 4.4 for hexagonal or transversely isotropic symmetry. Hexagonal

symmetry is a sixfold symmetry with seven planes of mirror symmetry. Six of the

normals to these seven planes all lie in the seventh plane and make angles of 30�

with one another. A single plane of isotropy characterizes transversely isotropic

symmetry. A plane of isotropy is a plane of mirror symmetry in which every vector

is itself a normal to a plane of mirror symmetry. Since a plane of isotropy is also a

plane of symmetry, there are an infinity plus one planes of symmetry associated

with transverse isotropy.
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A simple thought model is possible for the visualization of the symmetry-breaking

character of the elastic constant ĉ14 . This constant could be described as a chiral

constant, chiral being a word coined by Kelvin (Thompson 1904) (I call any geometri-
cal figure, or group of points, chiral, and say it has chirality, if its image in a plane
mirror, ideally realized, cannot be brought to coincide with itself.) and widely used in
describing the structure ofmolecules. It means that a structure cannot be superposed on

its mirror image, that the structure has a handedness. For example, helical spirals are

chiral; they are either left-handed or right-handed. A composite structure of alternate

left- and right-handed helical spirals is illustrated in Fig. 4.14. Consider a composite

material constructed of an isotropic matrix material reinforced by only right-handed

spiral helices whose long axes are all parallel. These helical spirals may be either

touching or separated by a matrix material (Fig. 4.15). Let the helical angle be y
(Fig. 4.15) and let negative values of y correspond to otherwise similar left-handed

helices; the vanishing of y then corresponds to a straight reinforcement fiber. Assume

thatwhen the effective elastic constants for thismaterial are calculated, the sign of ĉ14 is
determined by the sign of y and vanishes when y is zero. It is then possible to

geometrically visualize the chiral, symmetry-breaking character of ĉ14 as it passes

from positive to negative (or negative to positive) values through zero as the vanishing

of a helical angle of one handedness occurs and the initiating of a helical angle of the

opposite handedness commences. At the dividing line between the two types of

handedness, the reinforcing fibers are straight. In terms of the elastic material

Fig. 4.14 A composite

structure composed from sets

of left- and right-handed

helically wound fibrous

laminae that are in the form of

concentric coaxial cylinders;

the fibers of each lamina or

component cylinder are

characterized by a different

helical angle. The angle of the

helices often rotates regularly

from one cylinder to the next.

This type of structure is called

“helicoidal” and described as

a cylinder made of “twisted

plywood”. From Fraldi and

Cowin (2002)
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symmetry, as ĉ14 passes from positive to negative (or negative to positive) values

through zero, the elastic material is first a trigonal material of a certain chirality, then a

transversely isotropic (or hexagonal) material, and then a trigonal material of an

opposite chirality. A RVE of the composite in Fig. 4.14 may be constructed using a

set of the helicoidal fibers all having identical circular cross-sections and using the

periodicity of the helix (Fig. 4.15, inset). This construction provides an RVE with a

material neighborhood large enough to adequately average over themicrostructure and

small enough to ensure that the structural gradient across it is negligible. An examina-

tion of Fig. 4.15 shows that, in the plane orthogonal to the x3 axis, the threefold

symmetry characteristic of trigonal symmetry arises naturally.

This example illustrates how chirality is created in a material with a helical

structure. It also demonstrates that the symmetry-breaking chiral elastic constant

ĉ14 in trigonal symmetry is related to the angle of the helical structure of the

material, if the material has a helical structure. Further, it again illustrates how

different levels of RVE’s are associated with different types of material symmetry.

In this example the smaller RVE is associated with orthotropic material symmetry

and the larger RVE (obtained by volume averaging over the domain of the smaller

RVE) is associated with monoclinic symmetry. The result demonstrates that a

Fig. 4.15 Two examples of composites formed from an elastic matrix and embedded helicoidal

circular fibers. The two large circular diagrams illustrate the characteristic threefold trigonal

symmetry in the cross-sectional plane. The possible representative volume elements (RVEs) and

their characteristic helical angles are also illustrated. From Fraldi and Cowin (2002)
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material symmetry that permits chirality (i.e., trigonal, monoclinic, or triclinic

symmetry) is obtained by averaging over a domain that is characterized by

a symmetry that does not permit chirality (i.e., isotropic, cubic, transverse isotro-

pic, tetragonal, and orthotropic). Clearly the result presented depends on the fact

that the (non-chiral) orthotropic material symmetry is helically curvilinear. The

association of the micro-geometric chiral character of ĉ14 with a helix is not a

unique association. The basic property of ĉ14 is its symmetry-breaking character,

and it may be associated with structural gradients in the material (Cowin 2002;

Fraldi and Cowin 2002).

There are many natural and man-made examples of both chiral materials as

structures and as local components in globally non-chiral composites. Chiral

materials that form chiral structures occur in nature (Neville 1993). Perhaps the

most famous is the tusk of the narwhal (in the middle ages the tusk of the narwhal

was thought to be the horn of the mythical unicorn). This whale is edentulous

except for the upper lateral incisors. The right incisor normally remains embedded

in the jaw, but in adult males the left tooth forms a tusk, which can in large

specimens reach a length of 2.4 m, and have a diameter of 8 cm at the point of

eruption. Normally the tusk is imprinted with the curvature of the bone socket as it

erupts or extrudes itself from a bone socket. However, if the tusk slowly twists in

the socket as it grows, the imprinted curvature will be neutralized or averaged and

the tusk will grow straight with the spiral structure. A second example of a natural

chiral structure occurs in trees, both hardwoods and softwoods, due to a combina-

tion of genetic and environmental factors. The spiral structure in trees causes a

practical problem with telephone and power poles. Changes in the moisture content

of the wood of the pole cause the pole to twist after it has been employed as part of a

transmission network.

Chiral materials that form chiral and non-chiral structures occur very frequently

in nature (Neville 1993). A typical such natural structure is illustrated in Fig. 4.14.

The structure is a set of concentric coaxial cylinders, each lamina or cylinder

characterized by a different helical angle. The angle of the helices often rotates

regularly from one cylinder to the next. This type of structure is called helicoidal

and described as a cylinder made of "twisted plywood" (see Figs. 10.33 and 10.34).

The helical fibers may or may not be touching, as illustrated in Fig. 4.15. The

examples of this structure in nature are numerous and include fish scales and plant

stem walls. Man also uses cylinders made of "twisted plywood" to create structures.

4.10 Relevant Literature

A very interesting and perceptive book on symmetry in general, but including all

the symmetries of interest in the present text, is the book of Weyl (1952) with the

title Symmetry. Material symmetry is well explained in the books of Nye (1957) and

Fedorov (1968). The treatment of material symmetry in this chapter does not follow

the standard treatments of material symmetry contained, for example, in the books
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on anisotropic elasticity mentioned in the literature notes at the end of Chapter 6.

In the first section of this chapter it was stated that one of the purposes of this

chapter was to obtain and record representations of A and Ĉ that represent the

effects of material symmetry. This has been done and the results are recorded in

Tables 4.3, 4.4 and 4.5 for A and Ĉ, respectively. The representations in these tables

were developed with the minimum algebraic manipulation invoked and with the

minimum rigor but, we think, with the most concise method. The method employed

to obtain these representations is new. Cowin and Mehrabadi (1987) first pursued

using reflections to characterize the elastic symmetries. Later Cowin and

Mehrabadi (1995) developed all the linear elastic symmetries from this viewpoint.

Here we have not generally bothered to demonstrate invariance of these

representations for all the reflective symmetries that they enjoy. In this presentation

we have been content to use the minimum number of reflective symmetries

necessary to obtain the symmetry representations. So we do not show the reader

that further admissible reflective symmetries will not alter the representation

obtained, but it happens to be true.

The established and more general method to obtain these representations is

to use the symmetry groups associated with each of these symmetries.

The disadvantage of that path in the present text is that it takes too much text

space and distracts the reader from the main topic because it requires the introduc-

tion of the group concept and then the concept of the material symmetry group, etc.

In the method of presentation employed, only the concept of the plane of mirror or

reflective symmetry is necessary. The reflective symmetry approach is equivalent to

the group theory approach for A and Ĉ tensors (Chadwick et al. 2001), but it may

not be so for nonlinear relationships between these tensors. It does, however, not

provide all the representations for the second rank A if A is not symmetric (Cowin

2003).
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Chapter 5

Formulation of Constitutive Equations

The theme for this chapter is contained in a quote from Truesdell and Noll’s volume

on the Non-Linear Field Theories of Mechanics: “The general physical laws in
themselves do not suffice to determine the deformation or motion of . an object.
subject to given loading. Before a determinate problem can be formulated, it is
usually necessary to specify the material of which the. . .object. . .is made. In the
program of continuum mechanics, such specification is stated by constitutive
equations, which relate the stress tensor and the heat-flux vector to the motion.
For example, the classical theory of elasticity rests upon the assumption that the
stress tensor at a point depends linearly on the changes of length and mutual angle
suffered by elements at that point, reckoned from their configurations in a state
where the external and internal forces vanish, while the classical theory of viscosity
is based on the assumption that the stress tensor depends linearly on the instanta-
neous rates of change of length and mutual angle. These statements cannot be
universal laws of nature, since they contradict one another. Rather, they are
definitions of ideal materials. The former expresses in words the constitutive
equation that defines a linearly and infinitesimally elastic material; the latter, a
linearly viscous fluid. Each is consistent, at least to within certain restrictions, with
the general principles of continuum mechanics, but in no way a consequence of
them. There is no reason a priori why either should ever be physically valid, but it is
an empirical fact, established by more than a century of test and comparison, that
each does indeed represent much of the mechanical behavior of many natural
substances of the most various origin, distribution, touch, color, sound, taste,
smell, and molecular constitution. Neither represents all the attributes, or suffices
even to predict all the mechanical behavior, of any one natural material. No
natural. object. is perfectly elastic, or perfectly fluid, any more than any is perfectly
rigid or perfectly incompressible. These trite observations do not lessen the worth
of the two particular constitutive equations just mentioned. That worth is twofold:
First, each represents in ideal form an aspect, and a different one, of the mechani-
cal behavior of nearly all natural materials, and, second, each does predict with
considerable though sometimes not sufficient accuracy the observed response of
many different natural materials in certain restricted situations.”

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_5, # Springer Science+Business Media New York 2013
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5.1 Guidelines for the Formulation of Constitutive Equations

The conservation principles of mass, linear momentum, angular momentum, and

energy do not yield, in general, a sufficient number of equations to determine all the

unknown variables for a physical system. These conservation principles must hold

for all materials and therefore they give no information about the particular material

of which the system is composed, be it fluid or solid, bone, concrete or steel, blood,

oil, honey or water. Additional equations must be developed to describe the

material of the system and to complete the set of equations involving the variables

of the system so that the set of equations consisting of these additional equations

and the conservation equations are solvable for the variables.

Equations that characterize the physical properties of the material of a system are

called constitutive equations. Each material has a different constitutive equation to

describe each of its physical properties. Thus there is one constitutive equation to

describe the mechanical response of steel to applied stress and another to describe

the mechanical response of water to applied stress. Constitutive equations are

contrasted with conservation principles in that conservation principles must hold

for all materials while constitutive equations only hold for a particular property of a

particular material. The purpose of this chapter is to present the guidelines generally

used in the formulation of constitutive equations, and to illustrate their application

by developing four classical continuum constitutive relations, namely Darcy’s law

for mass transport in a porous medium, Hooke’s law for elastic materials, the

Newtonian law of viscosity, and the constitutive relations for viscoelastic materials.

5.2 Constitutive Ideas

The basis for a constitutive equation is a constitutive idea, that is to say an idea

taken from physical experience or experiment that describes how real materials

behave under a specified set of conditions. For example, the constitutive idea of the

elongation of a bar being proportional to the axial force applied to the ends of the

bar is expressed mathematically by the constitutive equation called Hooke’s law.

Another example of a constitutive idea is that, in a saturated porous medium the

fluid flows from regions of higher pressure to regions of lower pressure; this idea is

expressed mathematically by the constitutive equation called Darcy’s law for fluid

transport in a porous medium. It is not a simple task to formulate a constitutive

equation from a constitutive idea. The constitutive idea expresses a notion

concerning some aspect of the behavior of real materials, a notion based on the

physics of the situation that might be called physical insight. The art of formulating

constitutive equations is to turn the physical insight into a mathematical equation.

The conversion of insight into equation can never be exact because the equation is

precise and limited in the amount of information it can embody while the constitu-

tive idea is embedded in one’s entire understanding of the physical situation.
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The fine art in the formulation of constitutive equations is to extract the salient

constitutive idea from the physical situation under consideration and then to express

its essence in an equation.

The four classical constitutive ideas employed here as examples are described in

this paragraph. Darcy’s law for mass transport in a porous medium may be

considered as arising from the idea that, in a saturated porous medium, fluid

flows from regions of higher pressure to those of lower pressure. Let rf denote
the density of the fluid in the pores of the porous medium, ro denote a constant

reference fluid density, and f denote the porosity of the medium. The velocity of

the fluid v passing through the pores is the velocity relative to the solid porous

matrix. This constitutive idea is that the fluid volume flux q ¼ frfv/ro through the
pores, at a particle X, is a function of the pressure variation in the neighborhood of

X, N(X). If p(X, t) represents the pressure at the particle X at time t, then this

constitutive idea is expressed as

q ¼ frfv=ro ¼ qðpðX; tÞ;XÞ; all X�in NðXÞ (5.1D)

Note that q has the dimensions of volume flow per unit area, which means it is

the volume flow rate of fluid across a certain surface area. The volume flow rate q is

the flow rate relative to the solid porous matrix. The constitutive idea for Fourier’s

law of heat conduction and Fick’s law for diffusion of a solute in a solvent have the

same mathematical structure as Darcy’s law for mass transport in a porous medium.

The constitutive idea for Fourier’s law of heat conduction is that heat flows from

regions of higher temperature to those of lower temperature. The constitutive idea

for Fick’s law for diffusion of a solute in a solvent is that a solute diffuses from

regions of higher solute concentration to those of lower solute concentration. The

developments of the Fourier law and the Fick law are parallel to the development of

Darcy’s law. For the Fourier law the heat flux vector replaces the volume flux per

unit area q and the temperature replaces the pressure. For Fick’s law, for diffusion

of a solute in a solvent, the diffusion flux vector replaces the volume flux per unit

area q and the pressure is replaced by the concentration of the solute in the solvent.

These substitutions will extend most of what is recorded in this chapter about

Darcy’s law to the Fourier law and the Fick law.

The D in the equation number above is to indicate that this equation is associated

with Darcy’s law. In this chapter D, H, N, and V will be used in equation numbers to

indicate the constitutive concept that the equation is associated; D is for Darcy, H is

for Hooke, N is for Newton, and V is for viscoelastic.

In the development of the remaining constitutive equations, those that assume

that stress is a function of different kinematic variables, the stress will be denoted as

a vector in six dimensions, T̂ , rather than a tensor in three dimensions, T (see Sect.

A.11). The six-dimensional representation has advantages in the formulation of

constitutive equations. The main advantage in the present chapter is that all the

constitutive ideas to be developed will then have a similar structure except that

some will be in three dimensions and the rest in six dimensions. The constitutive
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idea for Hooke’s law is that of a spring. If a force displaces the end of a spring, there

is a relationship between the force and the resulting displacement. Thus, to develop

Hooke’s law, the stress T̂ at a particleX is expressed as a function of the variation in

the displacement field u(X, t) in the neighborhood of X, N(X),

T̂ ¼ T̂ðuðX; tÞ;XÞ; all X�in NðXÞ: (5.1H)

The constitutive idea for the Newtonian law of viscosity is that of the dashpot or

damper, namely that the force is proportional to the rate at which the deformation is

accomplished rather than to the size of the deformation itself. The total stress in a

viscous fluid is the sum of the viscous stresses Tv plus the fluid pressure

p, T ¼ �p1 þ Tv. The constitutive idea for the Newtonian law of viscosity is

that the stress T̂v, due to the viscous effects at a particleX, is expressed as a function

of the variation in the velocity field v(X, t) in the neighborhood of X, N(X). The
expression for the total stress in a fluid is the pressure plus the viscous stresses.

T̂ ¼ �pÛþ T̂vðvðX; tÞ;XÞ; all X�inNðXÞ: (5.1N)

Recall that Û is the six-dimensional vector with components {1, 1, 1, 0, 0, 0}; it is

the image of the three-dimensional unit tensor 1 in six dimensions. Each of the four

constitutive ideas described yields the value of a flux or stress at time t due to the

variation in a field (temperature, pressure, displacement, velocity) at the particle X

at time t. The constitutive idea for viscoelasticity is different in that the stress at

time t is assumed to depend upon the entire history of a field, the displacement field.

Thus, while the first three constitutive ideas are expressed as functions, the consti-

tutive idea for viscoelasticity is expressed as a functional of the history of the

displacement field. A functional is like a function, but rather than being evaluated at

a particular value of its independent variables like a function, it requires an entire

function to be evaluated; a functional is a function of function(s). An example of a

functional is the value of an integral in which the integrand is a variable function.

The constitutive idea for a viscoelastic material is that the stress T̂ at a particleX is a

function of the variation in the history of the velocity field v(X, t) in the neighbor-

hood of X, N(X),

T̂ ¼
ð1

s¼0

T̂ðvðX; t� sÞ, s, XÞds; for all X� in NðXÞ; (5.1V)

where s is a backward running time variable that is 0 at the present instant and

increases with events more distant in the past. Thus the stress T̂ at a particle X is a

function of the entire history of the displacement of the particle; to evaluate the

stress, knowledge of the entire history is required. In the sections that follow this one

these four constitutive ideas will be developed into linear constitutive equations.
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Problem

5.2.1. Record a rigorous definition of the neighborhood of the particle X, N
(X), using a reference particle X*, a small positive number e and a length

measure ||X - X*||. Note that this neighborhood is, in general, a three-

dimensional neighborhood.

5.3 Localization

A constitutive equation valid at the particle X of a material object can depend upon

the behavior of the material in the neighborhood of the particle X, N(X), but is
unlikely to depend upon the behavior of the material in regions of the object far

removed from the particle X. The localization guideline for the development of

constitutive relations restricts the dependence of constitutive equations valid for a

particle X to events that occur in N(X). The application of the localization guideline
to the four constitutive equations described in the previous section is described in

the next paragraph.

The constitutive idea for Darcy’s law is considered first. The pressure field

p(X*, t) at a particle X* in N(X) may be related to the pressure field p(X, t) at a
particle X by a Taylor series expansion about the point by

pðX�; tÞ ¼ pðX; tÞ þ ðrpðX; tÞÞ � ðX� X�Þ þ higher order terms; (5.2)

where it is assumed that the pressure field is sufficiently smooth to permit this

differentiation. With the Taylor theorem as justification, the N(X) may always be

selected sufficiently small so the value of the pressure field p(X*, t) at a particle X*
in N(X) may be represented by p(X, t) and ∇p(X, t). Thus, by localization, (5.1D)

may be rewritten as

q ¼ frfv=ro ¼ qðpðX; tÞ;rpðX; tÞ;XÞ (5.3D)

Exactly the same argument is applicable to the other three constitutive ideas;

thus we have that

T̂ ¼ T̂ðuðX; tÞ;r� uðX; tÞ;XÞ; (5.3H)

T̂ ¼ �pÛþ T̂vðvðX; tÞ;r� vðX; tÞ;XÞ; (5.3N)

and

T̂ ¼
ð1

s¼0

T̂ðvðX; t� sÞ;r� vðX; t� sÞ;X; sÞds: (5.3V)
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Problem

5.3.1. Record a complete statement of Taylor’s theorem in the case of three

independent variables for the function f(X) using the point Xo as the point

about which the expansion occurs.

5.4 Invariance Under Rigid Object Motions

This guideline for the development of constitutive relations restricts the indepen-

dent variables and functional dependence of constitutive equations for material

behavior by requiring that the constitutive equations be independent of the motions

of the object that do not deform the object. The motions of the object that do not

deform the object are rigid object motions. This guideline requires that constitutive

equations for material behavior be independent of, that is to say unchanged by,

superposed rigid object motions. As an illustration consider the object shown in

Fig. 5.1. If the object experiences a translation and a rigid object rotation such that

the force system acting on the object is also translated and rotated, then the state of

stress T(X, t) at any particle X is unchanged. As a second example recall that the

volume flow rate q is the flow rate relative to the solid porous matrix. It follows that

the volume flow rate q in a porous medium is unchanged by (virtual or very slow)

superposed rigid object motions.

The application of this guideline of invariance under rigid object motions is

illustrated by application to the three constitutive ideas involving stress. The two

constitutive ideas involving fluxes automatically satisfy this guideline because the

fluxes are defined relative to the material object and the rigid motion does not

change the temperature field or the pressure field. The constitutive idea for Hooke’s

law (5.3H) may be rewritten as

T̂ ¼ T̂ðuðX; tÞ;EðX; tÞ;YðX; tÞ;XÞ; (5.4H)

Fig. 5.1 A rigid object rotation of an object, a rotation that includes the force system that acts

upon the object
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where the tensor of displacement gradients ∇ � u(X, t) has been replaced by

its symmetric part, the infinitesimal strain tensor E(X, t) defined by (2.49), and its

skew symmetric part, the infinitesimal rotation tensor Y(X, t), also defined by

(2.49). In a similar way the tensor of velocity gradients ∇ � v(X, t) may be

replaced by its symmetric part, the rate of deformation tensor D(X, t) defined by

(2.32), and its skew symmetric part, the spin tensorW(X, t), also defined by (2.32).

T̂ ¼ �pÛþ T̂vðvðX; tÞ;DðX; tÞ; WðX; tÞXÞ: (5.4N)

Finally, decomposing the tensor of velocity gradients ∇� v(X, t�s) as in the

case of the Newtonian law of viscosity, the viscoelastic constitutive relation (5.3V)

takes the form

T̂ ¼
ð1

s¼0

T̂ðvðX; t� sÞ;DðX; t� sÞ;WðX; t� sÞ;X; sÞds: (5.4V)

This guideline requires that constitutive equations remain unchanged by super-

posed rigid object motions, thus measures of translational motion, like the displace-

ment u(X, t) and the velocity v(X, t), and measures of rotational motion, like the

infinitesimal rotation tensor Y(X, t) and the spin tensor W(X, t), must be excluded

from the above equations . Using this guideline the form of these three constitutive

ideas is then reduced to

T̂ ¼ T̂ðÊðX; tÞ;XÞ; (5.5H)

T̂ ¼ �pÛþ T̂vðD̂ðX; tÞ;XÞ; (5.5N)

and

T̂ ¼
ð1

s¼0

T̂ðD̂ðX; t� sÞ;X; sÞds; (5.5V)

where the three-dimensional tensors E(X, t) andD(X, t) have been replaced by their

six-dimensional vector equivalents, Ê(X, t) and D̂ (X, t), respectively.

5.5 Determinism

A constitutive equation valid for a material at a time t must depend upon events that

are occurring to the material at the instant t and upon events that have occurred to

the material in the past. The constitutive equation cannot depend upon events that
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will occur to the material in the future. For example, the constitutive assumption for

elastic materials is that the stress depends upon the strain between a previous

unstressed reference configuration and the instantaneous configuration of the

object. All four of the constitutive equations satisfy this guideline. The first four

satisfy it because all the variables entering the relationships are at a time t.
The viscoelastic constitutive relation satisfies the guideline by only depending

upon past events.

5.6 Linearization

Each of the constitutive ideas considered has been reduced to the form of a

vector-valued (q or T̂) function or functional of another vector (∇p, Ê or D̂), X,

and some scalar parameters. It is assumed that each of these vector-valued functions

is linear in the vector argument, thus each may be represented by a linear transfor-

mation. For Darcy’s law the second order tensor in three dimensions represents the

coefficients of the linear transformation and, due to the dependence of the volume

flow rate upon pressure, this second order tensor admits the functional dependency

indicated:

q ¼ frfv=ro ¼ �Hðp;XÞ � rpðX; tÞ: (5.6D)

The minus sign was placed in (5.6D) to indicate that the volume fluid flux q

would be directed down the pressure gradient, from domains of higher pore fluid

pressure to domains of lower pressure.

For the three constitutive ideas involving the stress vector T̂ , second order

tensors in six dimensions represent the coefficients of the linear transformation:

T̂ ¼ ĈðXÞ � Êðx; tÞ; (5.6H)

T̂ ¼ �pÛþ N̂ðXÞ � D̂ðX; tÞ; (5.6N)

and

T̂ ¼
ð1

s¼0

ĜðX; sÞ � D̂ðX; t� sÞds: (5.6V)

The six-dimensional second order tensors ĈðXÞ and N̂ðXÞare for Hooke’s law

and the Newtonian law of viscosity, respectively. The six-dimensional second order

tensor function ĜðX; sÞrepresents the viscoelastic coefficients.
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Problem

5.6.1. Expand the constitutive relations for the Darcy medium (5.6D) and for

Newton’s law (5.6N) into their component from relative to a Cartesian 3-D

coordinate system.

5.7 Coordinate Invariance

Since the representation of physical phenomena must be independent of the

observer, it is necessary to express physical quantities in ways that are independent

of coordinate systems. This is because different observers may select different

coordinate systems. It therefore becomes a requirement that physical quantities be

invariant of the coordinate system selected to express them. On the other hand, in

order to work with these physical quantities, it is necessary to refer physical

quantities to coordinate systems. In particular, a constitutive equation should be

expressed by a relation that holds in all admissible coordinate systems. The

admissible coordinate systems may be any coordinate system possible in a Euclid-

ean three-dimensional space. A sufficient condition for the satisfaction of this

requirement is to state the constitutive equations in tensorial form since tensors

are independent of any particular coordinate system, although their components

may be written relative to any particular one. In classical mechanics the essential

concepts of force, velocity, and acceleration are all vectors; hence the mathematical

language of classical mechanics is that of vectors. In the mechanics of deformable

media the essential concepts of stress, strain, rate of deformation, etc., are all

second order tensors; thus, by analogy, one can expect to deal quite frequently

with second order tensors in this branch of mechanics. The constitutive ideas that

are developed in this chapter satisfy the requirement of coordinate invariance by

virtue of being cast as tensorial expressions.

5.8 Homogeneous Versus Inhomogeneous Constitutive Models

A material property is said to be homogeneous when it is the same at all particles X

in the object, inhomogeneous if it varies from particle to particle in an object. Most

biological materials are inhomogeneous and many manufactured materials are

considered to be homogeneous. Each of the constitutive relations (5.6D), (5.6H),

(5.6N), and (5.6V) is presented as inhomogeneous because the tensors representing

their material coefficients, H(p, X), ĈðXÞ; N̂ðXÞ , and ĜðX,s) , respectively, are

allowed to depend upon the particle X. If the dependence upon X does not occur, or

can be neglected, then the material is homogeneous and the constitutive equations

(5.6D), (5.6H), (5.6N), and (5.6V) take the form:
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q ¼ frfv=ro ¼ �HðpÞ � rpðx; tÞ; (5.7D)

T̂ ¼ Ĉ � Êðx; tÞ (5.7H)

T̂ ¼ �pÛþ N̂ � D̂ðx; tÞ (5.7N)

and

T̂ ¼
ð1

s¼0

ĜðsÞ � D̂ðx; t� sÞds; (5.7V)

Note that, in the above constitutive expressions , not only has the dependence of the

material coefficient tensors been removed by eliminating their dependence upon the

particleX, but alsoX has been replaced by x everywhere else. For the two constitutive

relations restricted to infinitesimal motions, (5.7H) and (5.7V), the constitutive

relations based on a rigid continuum, (5.7D) and Eulerian viscous fluid theory

(5.7N), there is no difference between X and x (see Sect. 2.4), hence x could have

been used from the beginning of the chapter. For the Newtonian law of viscosity

however, the assumption of homogeneity is much more significant because it permits

the elimination ofX from the entire constitutive relation, a constitutive relation that is

not restricted to infinitesimal deformations. Thus, even though (5.7N) applies for large

deformations, it is independent of X. The Newtonian law is different from the other

four constitutive relations in another way, as detailed in the next section.

5.9 Restrictions Due to Material Symmetry

The results of the previous chapter are used in this section to further specify the

form of the constitutive relations. Isotropy or any type of anisotropy is possible for

the three constitutive relations, (5.7D), (5.7H), and (5.7V), that are, or may be,

applied to solid or semi-solid materials. The type of anisotropy is expressed in the

form of the tensors of material coefficients, H, Ĉ, and ĜðsÞ, respectively. Once the
type of anisotropy possessed by the solid or semi-solid material to be modeled has

been determined, the appropriate form of H may be selected from Table 4.3 or the

form of Ĉor ĜðsÞ from Tables 4.4 and 4.5. Thus, for these four constitutive relations

any type of material symmetry is possible. In this section and in the first paragraph

of the next section the results summarized in Tables 4.3, 4.4 and 4.5 are cited. The

derivation of these results is presented in Chap. 4.

The concepts of anisotropy and inhomogeneity of materials are sometimes

confused. A constitutive relation is inhomogeneous or homogeneous depending

upon whether the material coefficients (i.e., H, Ĉ , and ĜðsÞ) depend upon X or
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not. The type of material symmetry, that is to say either isotropy or the type of

anisotropy, characterizing a constitutive relation is reflected in the form of the

material coefficient tensors (H,ĈorĜðsÞ), for example the forms listed in Tables 4.3,

4.4 and 4.5. The tensor H may have any of the forms in Table 4.3 and the tensor Ĉ

may have any forms in Tables 4.4 and 4.5. Material symmetry, that is to say the

isotropy or type of anisotropy, is the property of a constitutive relation at a particleX,

while inhomogeneity or homogeneity of materials relates to how the material

properties change from particle to particle. Thus a constitutive relation may be

either anisotropic and homogeneous or anisotropic and inhomogeneous. The most

mathematically simplifying assumptions are those of an isotropic symmetry and

homogeneous material.

The Newtonian law of viscosity, (5.7N), is characterized by these most

simplifying assumptions, homogeneity, and isotropy. These assumptions are easily

justified when one thinks about the structure of, say, distilled water. Absent gravity,

there is no preferred direction in distilled water, and distilled water has the same

mechanical and thermal properties at all locations in the volume and in all volumes

of distilled water. One can then generalize this thought process to see that fluids are

isotropic.

The isotropic form of the Newtonian law of viscosity, (5.7N), is obtained by

using the representation for the isotropic form of N̂ obtained from Table 4.5, thus

T̂1 þ p

T̂2 þ p

T̂3 þ p

T̂4

T̂5

T̂6

2
666666664

3
777777775
¼

N̂11 N̂12 N̂12 0 0 0

N̂12 N̂11 N̂12 0 0 0

N̂12 N̂12 N̂11 0 0 0

0 0 0 N̂11 � N̂12 0 0

0 0 0 0 N̂11 � N̂12 0

0 0 0 0 0 N̂11 � N̂12

2
666666664

3
777777775

D̂1

D̂2

D̂3

D̂4

D̂5

D̂6

2
666666664

3
777777775
;

(5.8N)

This six-dimensional representation is converted to the three-dimensional repre-

sentation by employing the relations (A163) and introducing the following new

notation for the two distinct elements of the 6 by 6 matrix in (5.8N),

N̂11 ¼ lþ 2m; N̂12 ¼ l (5.9N)

then

T11 þ p
T22 þ p
T33 þ pffiffiffi

2
p

T23ffiffiffi
2

p
T13ffiffiffi

2
p

T12

2
6666664

3
7777775
¼

lþ 2m l l 0 0 0

l lþ 2m l 0 0 0

l l lþ 2m 0 0 0

0 0 0 2m 0 0

0 0 0 0 2m 0

0 0 0 0 0 2m

2
6666664

3
7777775

D11

D22

D33ffiffiffi
2

p
D23ffiffiffi

2
p

D13ffiffiffi
2

p
D12

2
6666664

3
7777775

(5.10N)
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or

T11 þ p ¼ ltrDþ 2mD11; T22 þ p ¼ ltrDþ 2mD22; T33 þ p ¼ ltrDþ 2mD33;

T23 ¼ 2mD23; T13 ¼ 2mD13; T12 ¼ 2mD12;

where l and m are viscosity coefficients. It is easy to see that the constitutive

relation may be rewritten in three dimensions as

Tþ p1 ¼ ltrDÞ1þ 2mD: (5.11N)

This is the form of the constitutive equation for a viscous fluid, the pressure plus

the Newtonian law of viscosity, which will be used in the remainder of the text.

Problems

5.9.1. Record the explicit matrix form for the constitutive relation for a Darcy

porous medium in an inhomogeneous transversely isotropic material.

5.9.2. Record the explicit matrix form for the constitutive relation for Darcy’s law

in a homogeneous isotropic material.

5.9.3. Record the explicitmatrix form for the constitutive relation forHooke’s law in

5.9.4. Record the explicit matrix form for the constitutive relation for a trans-

versely isotropic, homogeneous viscoelastic material.

5.9.5. Show that the eigenvalues of (5.10N) are 3l þ 2m and 2m and specify how

many times each is repeated.

5.10 The Symmetry of the Material Coefficient Tensors

In this section the question of the symmetry of the matrices of the tensors of

material coefficients, H, Ĉ ; N̂and Ĝ(s) is considered. Consider first the tensor of

material coefficients N̂ for a Newtonian viscous fluid. In the previous section it was

assumed that a Newtonian viscous fluid was isotropic, therefore, from Table 4.5, the

tensor of material coefficients N̂ is symmetric. In this case the material symmetry

implied the symmetry of the tensor of material coefficients. A similar symmetry

result emerges for the permeability tensorH if only orthotropic symmetry or greater

symmetry is considered. To see that material symmetry implies the symmetry of the

tensor of material coefficients H, if only orthotropic symmetry or greater symmetry

is considered, one need only consult Table 4.3. The symmetry of H is also true for

symmetries less than orthotropy, namely monoclinic and triclinic, but the proof will

not be given here. Finally, Ĝ(s) is never symmetric unless the viscoelastic model is

in the limiting cases of Ĝ (0) or Ĝð1) where the material behavior is elastic.

The symmetry of the tensor of elastic material coefficients Ĉ is the only coeffi-

cient tensor symmetry point remaining to be demonstrated in this section. In this
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development the inverse of (5.7H), the strain–stress relation rather than the

stress–strain relation, is employed

Ê ¼ Ŝ � T̂; Ŝ ¼ Ĉ
�1
; (5.12H)

where Ŝ is the compliance tensor of elastic material coefficients. The form and

symmetry of Ĉ and Ŝ are identical for any material, and it is easy to show that the

symmetry of one implies the symmetry of the other. The symmetry of Ĉ and Ŝ

follows from the requirement that the work done on an elastic material in a closed

cycle vanish. This requirement stems from the argument that if work can be done on

the material in some closed cycle, then the cycle can be reversed and the material

can do work in the reversed closed cycle. This would imply that work could be

extracted from the material in a closed loading cycle. Thus one would be able to

take an inert elastic material and extract work from it. This situation is not logical

and therefore it is required that the work done on an elastic material in a closed

loading cycle vanish. We express the work done on the material between the strain

Ê
ð1Þ

and the strain Ê
ð2Þ

by

W12 ¼
ð2

1

T̂ � dÊ; (5.13H)

and for a closed loading cycle it is required that

þ
T̂ � dÊ ¼ 0: (5.14H)

Consider the work done in a closed loading cycle applied to a unit cube of a

linear anisotropic elastic material. The loading cycle begins from an unstressed

state and contains the following four loading sequences (Fig. 5.2(a)): O ! A, the

stress is increased slowly from 0 to T̂A
i ; A ! B, holding the stress state T̂A

i constant

the second stress is increased slowly from T̂A
i to T̂A

i + T̂B
i , T̂

B
i 6¼ T̂A

i ; B ! C, holding

the second stress state T̂B
i constant the first stress is decreased slowly from T̂A

i + T̂B
i to

T̂B
i ; and C ! O, the stress is decreased slowly from T̂B

i to 0. At the end of this

loading cycle the object is again in an unstressed state. The work done in (5.13H) on

each of these loading sequences is expressed as an integral in stress:

W12 ¼
ð2

1

T̂ � dÊ ¼
ð2

1

Ê � dT̂: (5.15H)

The integral over the first loading sequence of the cycle, from 0 to T̂A
i , is given by
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WOA ¼
ðA

O

Ê � dT̂ ¼
ðA

O

ÊidT̂i ¼ 1

2
ŜijT̂

ðAÞ
j T̂

ðAÞ
i : (5.16H)

The integral over the second loading sequence of the cycle, from T̂A
i to T̂A

i þ T̂B
i ,

T̂B
i 6¼ T̂A

i is a bit more complicated because the loading of the object begins from a

WOA -> WOA + WAB

TA Fixed

TA -> TA + TB

0 -> WOA

A   B WOA + WAB ->

WOA + WAB + WBC

0 -> TA
TB Fixed 

TA + TB -> TB

O C

TB -> 0 

WOA + WAB + WBC->

WOA + WAB + WBC+ WCO

clockwise 

WOC + WCB ->

WOC + WCB + WBA

TA Fixed

TA + TB -> TA

WOC + WCB + WBA -> A   B WOC -> WOC + WCB

WOC + WCB + WBA + WAO TB Fixed 

TA -> 0 TB -> TA + TB

O C

0 -> TB

0 -> WOC

counterclockwise 

a

b

Fig. 5.2 Illustrations of closed loading cycles. (a) Clockwise cycle O ! A ! B ! C ! O,

(b) counterclockwise cycle O ! C ! B ! A ! O. See the text for further explanation
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state in which it is subjected to the stress T̂A
i , which is held constant during this leg

of the cycle. During the second loading sequence the strain is given by

Êi ¼ ŜijðT̂ðAÞ
j þ T̂jÞ; 0 � T̂j � T̂

ðBÞ
j (5.17H)

and the work done from T̂A
i to T̂A

i þ T̂B
i is

WAB ¼
ðB

O

ŜijðT̂ðAÞ
j þ T̂jÞdT̂i ¼ ŜijT̂

ðAÞ
j T̂

ðBÞ
i þ 1

2
ŜijT̂

ðBÞ
j T̂

ðBÞ
i (5.18H)

where the factor of one-half does not appear before the first term on the right hand

side because T̂A
i is held fixed during the second loading sequence in this leg of the

loading cycle. During the third loading sequence the stress T̂B
i is held fixed; the

strain is given by

Êi ¼ ŜijðT̂ðBÞ
j þ T̂jÞ; 0 � T̂j � T̂

ðAÞ
j : (5.19H)

The work done during the third loading sequence of the cycle, from T̂A
i þ T̂B

i

to T̂B
i is then

WBC ¼
ðO

A

ŜijðT̂ðBÞ
j þ T̂jÞdT̂i ¼ �ŜijT̂

ðBÞ
j T̂

ðAÞ
i � 1

2
ŜijT̂

ðAÞ
j T̂

ðAÞ
i : (5.20H)

The work done during the final loading sequence, from T̂B
i to 0, is then

WCO ¼
ðO

B

ŜijT̂jdT̂i ¼ � 1

2
ŜijT̂

ðBÞ
j T̂

ðBÞ
i : (5.21H)

The work done in the closed cycle is then the sumWOO ¼ WOA þ WAB þ WBC

þ WCO given by

WOO ¼ ŜijT̂
ðAÞ
j T̂

ðBÞ
i � ŜijT̂

ðBÞ
j T̂

ðAÞ
i ¼ ðŜij � ŜjiÞT̂ðAÞ

j T̂
ðBÞ
i : (5.22H)

If the cycle is traversed in reverse (Fig. 5.2(b)), then

WOO ¼ �ðŜij � ŜjiÞT̂ðAÞ
j T̂

ðBÞ
i : (5.23H)

5.10 The Symmetry of the Material Coefficient Tensors 121



This result suggests that, if work is required to traverse the loading cycle in one

direction, then work may be extracted by traversing the cycle in the reverse

direction. It is common knowledge however, that it is not possible to extract work

from an inert material by mechanical methods. If it were, the world would be a

different place. To prevent the possibility of extracting work from an inert material,

it is required that Ĉ and Ŝ are symmetric,

Ŝ ¼ Ŝ
T
; Ĉ ¼ Ĉ

T
: (5.24H)

There are further restrictions on the tensors of material coefficients and some of

them will be discussed in the next section.

The definition of a linear elastic material includes not only the stress–strain

relation T̂ ¼ Ĉ � Êðx; tÞ , but also the symmetry restriction Ĉ ¼ Ĉ
T
, (5.7H) and

(5.24H), respectively. The symmetry restriction Ĉ ¼ Ĉ
T

is equivalent to the

requirement that the work done on an elastic material in a closed loading cycle is

zero, (5.14H). The work done is therefore an exact differential (see Sect. A.15).

This restriction on the work done allows for the introduction of a potential, the

strain energyU. Since the work done on an elastic material in a closed loading cycle

is zero, this means that the work done on the elastic material depends only on initial

and final states of stress (strain) and not on the path followed from the initial to the

final state. From an initial state of zero stress or strain, the strain energy U is defined

as the work done (5.15H):

U ¼
ð
T̂ � dÊ ¼

ð
Ê � dT̂: (5.25H)

The strain energy U may be considered as a function of either T̂ or Ê; UðT̂Þ or
UðÊÞ. From (5.25H) and the fundamental theorem of the integral calculus, namely

that the derivative of an integral with respect to its parameter of integration yields

the integrand,

T̂ ¼ @U

@Ê
and Ê ¼ @U

@T̂
or T ¼ @U

@E
and E ¼ @U

@T

� �
: (5.26H)

The following expressions for U are obtained substituting Hooke’s law (5.7H)

into (5.25H) and then integrating both of the expressions for U in (5.25H), thus

U ¼ 1

2
Ê � Ĉ � Ê and U ¼ 1

2
T̂ � Ŝ � T̂: (5.27H)

It is easy to verify that the linear form of Hooke’s law is recovered if the

representations (5.27H) forU are differentiated with respect to T̂ and Ê , respectively

as indicated by (5.27H). It then follows that (5.26H) or (5.27H) constitutes an
equivalent definition of a linear elastic material. The definition of the most
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important type of non-linear elastic material model, the hyperelastic material, is that

the stress is the derivative of the strain energy with respect to strain, as in (5.26H). In

the non-linear case the strain energy is not specified by an expression as simple as

(5.27H).

Problems

5.10.1. Consider the work done in a closed loading cycle applied to a unit cube of a

linear anisotropic elastic material. The loading cycle this cube will be

subjected to begins from an unstressed state and contains the following

four loading sequences: O ! A, the stress in the x1 direction is increased

slowly from O to TA; A ! B, holding the stress in the x1 direction, TA

constant, the stress in the x2 direction is increased slowly from O to TB;
B ! C, holding the stress in the x2 direction constant, the stress in the x1
direction is decreased slowly from TA to O; C ! O, the stress in the x2
direction is decreased slowly from TB to O. At the end of this loading cycle

the object is again in an unstressed state. Show that the work done on each

of these loading sequences is given by

WOA ¼ 1

2
Ŝ11ðT̂ðAÞ

1 Þ2; WAB ¼ 1

2
Ŝ22ðT̂ðBÞ

2 Þ2 þ Ŝ21T
ðAÞ
1 T̂

ðBÞ
2

WBC ¼ � 1

2
Ŝ11ðT̂ðAÞ

1 Þ2 � Ŝ12T
ðAÞ
1 T̂

ðBÞ
2 ; WOA ¼ � 1

2
Ŝ22ðT̂ðBÞ

2 Þ2

and show that the work done around the closed cycle is given by

WOO ¼ ðŜ21 � Ŝ12ÞT̂ðAÞ
1 T̂

ðBÞ
2 :

Show that one may therefore argue that .

5.10.2 Show that Ŝ ¼ Ŝ
T
implies Ĉ ¼ Ĉ

T
.

5.11 Restrictions on the Coefficients Representing

Material Properties

In this section other restrictions on the four tensors of material coefficients are

considered. Consider first that the dimensions of the material coefficients contained

in the tensor must be consistent with the dimensions of the other terms occurring in

the constitutive equation. The constitutive equation must be invariant under

changes in gauge of the basis dimensions as would be affected, for example, by a

change from SI units to the English foot-pound system.

It will be shown here that all the tensors of material coefficients are positive

definite as well as symmetric except for the viscoelastic tensor function ĜðsÞ . To
see that the permeability tensor H(p) is positive definite let∇p ¼ n(∂p/∂w) where
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w is a scalar length parameter in the n direction. The volume flow rate q ¼ frfv/ro
projected in the n direction, frfv/ro, is then given by

frfv � n=ro ¼ �ð@p=@wÞn �H � ~n (5.28D)

In order for the volume flux per unit area q ¼ frfv/ro in the n direction to be

pointed in the direction of decreasing pressure, it is necessary to require that

n �H � �n>0 for all unit vectors n: (5.29D)

If the fluid flowed the other way, all the mass of the fluid would concentrate itself

at the highest-pressure location and we know that that does not happen. The

condition (5.29D) is the condition that the symmetric tensor H be positive definite.

This condition is satisfied if all the eigenvalues of H are positive.

The tensor of material coefficients for the Newtonian law of viscosity is positive

definite also. To see this, the local stress power tr(T�D) ¼ T:D is calculated using

the constitutive equation (5.11N) and the decomposition (A18) of the rate of

deformation tensor,

D ¼ 1=3ð Þ trDð Þ1þ devD; devD ¼ D� 1=3ð Þ trDð Þ1: (5.30N)

The stress due to viscous stresses may be recast in the form

Tþ p1 ¼ ðð3�l2~mÞ �3Þ trDð Þ1þ 2m devD; (5.31N)

using (5.11N) and (5.30N). Calculation of the viscous stress power tr{(T þ p1)D}

using the two equations above then yields

Tþ p1ð Þ : D ¼ ðð3�l2 �~m �3 trDð Þ2 þ 2m trdevDÞ2: (5.32N)

Note that the terms in (5.32N) involving D, and multiplying the expressions

3 �l2 �m �and 2 �m are squared; thus if the viscous stress power tr{(T þ p1)�D} ¼
(T þ p1):D is to be positive it is necessary that

3�l2 �m ��~> �m �~>: (5.33N)

The viscous stress power (T þ p1):D must be positive for an inert material as

the world external to the material is working on the inert material, not the reverse.

The inequalities restricting the viscosities (5.33N) also follow for the condition that

the 6 by 6 matrix (5.10N) be positive definite. Finally, to see that the tensor of

elastic coefficients is positive definite, the local form of the work done expressed in

terms of stress and strain, T:E ¼ T̂ � Ê is employed. Since T̂ ¼ Ĉ � Ê it follows that

T:E ¼ T̂ � Ê ¼ Ê � Ĉ � Ê thus from the requirement that the local work done on an

inert material be positive, T:E ¼ T̂ � Ê > 0, it follows that
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Ê � Ĉ � Ê> 0 for all non� zero strains Ê (5.34H)

Thus it follows that Ĉ is a positive definite symmetric tensor, Ĉ ¼ Ĉ
T

and

Ê � Ĉ � Ê > 0 for all non-zero strains Ê.

5.12 Summary of Results

In this chapter a progressive development of four constitutive relations has been

presented. Beginning with the constitutive idea, restrictions associated with the

notions of localization, invariance under rigid object motions, determinism, coor-

dinate invariance, and material symmetry were imposed. In the development the

constitutive equations were linearized and the definition of homogeneous versus

inhomogeneous constitutive models was reviewed. Restrictions due to material

symmetry, the symmetry of the material coefficient tensors, and restrictions on

the coefficients representing material properties were developed. The results of

these considerations are the following constitutive equations

q ¼ frfv=ro ¼ �HðpÞ � rpðx; tÞ;HðpÞ ¼ HTðpÞ; (5.36D)

T̂ ¼ Ĉ � Ê; where Ĉ ¼ Ĉ
T

(5.36H)

where H(p) and Ĉ are positive definite, and

T ¼ �p1þ l trDð Þ1þ 2mD; (5.36N)

where p is the fluid pressure and l and m are viscosity coefficients (3l 2m ~>2m ~>),

and

T̂ ¼
ð1

s¼0

ĜðsÞ � D̂ðx; t� sÞds; (5.36V)

where there are no symmetry restrictions on ĜðsÞ. All the constitutive equations

developed in this chapter, including Darcy’s law, can be developed from many

different arguments. Darcy’s law can also be developed from experimental or

empirical results for seepage flow in non-deformable porous media; all of the

other constitutive equations in this chapter have experimental or empirical basis.

Analytical arguments for these constitutive equations are presented so that it is

understood by the reader that they also have an analytical basis for their existence.

Darcy’s law is a form of the balance of linear momentum and could include a body

force term; however, such a body force would normally be a constant, and since it is
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only the divergence of q ¼ frfv/ro that appears in the theory, such a body force

would not appear in the final theory. In particular, Darcy’s law could also be

developed from the conservation of linear momentum, or from the Navier Stokes

equations that, as will be shown in Chap. 6, is a combination of the stress equations

of motion and the Newtonian law of viscosity (5.6D).
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Chapter 6

Four Linear Continuum Theories

Four linear theories are considered in this chapter. Each has a distinctive and

interesting history. Each one of the theories was originally formulated between

1820 and 1860. Representative of the theme of this chapter are the opening lines of

the Historical Introduction in A. E. H. Love’s Theory of Elasticity (original edition,

1892): “The Mathematical Theory of Elasticity is occupied with an attempt to
reduce to calculation the state of strain, or relative displacement, within a solid ..
object.. which is subject to the action of an equilibrating system of forces, or is in a
state of slight internal relative motion, and with endeavours to obtain results which
shall be practically important in applications to architecture, engineering, and all
other useful arts in which the material of construction is solid.”

6.1 Formation of Continuum Theories

Four linear continuum theories are developed in this chapter. These are the theories

of fluid flow through rigid porous media, of elastic solids, of viscous fluids, and of

viscoelastic materials. There are certain features that are common in the develop-

ment of each of these theories: they all involve at least one conservation principle

and one constitutive equation and for each, it is necessary to specify boundary or

initial conditions to properly formulate boundary value problems. Some of the

continuum theories involve more than one conservation principle, more than one

constitutive equation, and some kinematics relations. Thus this chapter draws

heavily upon the material in the previous chapters and serves to integrate the

kinematics, the conservation principles, and the constitutive equations into theories

that may be applied to physical situations to explain physical phenomena. This is

generally accomplished by the solution of partial differential equations in the

context of specific theories.

The differential equations that are formulated from these linear theories are

usually the familiar, fairly well-understood differential equations, and they
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represent each of the three major types of second-order partial differential

equations—the elliptic, the parabolic, and the hyperbolic. These three types of

differential equations are characteristic of three different types of physical

situations. Elliptic partial differential equations typically occur in equilibrium or

steady-state situations where time does not enter the problem. Laplace’s equation,

r2f ðx; y; zÞ ¼ @2f

@x2
þ @2f

@y2
þ @2f

@z2
¼ 0; (6.1)

and Poisson’s equation,r2f(x, y, z) ¼ g(x, y, z), are typical elliptic partial differen-
tial equations. Parabolic partial differential equations,

r2f ðx; y; zÞ ¼ @f

@t
; (6.2)

typically occur in diffusion problems, such as thermal diffusion in a heat

conducting material or fluid pressure diffusion in a rigid porous medium as will

be seen in the following section. Hyperbolic partial differential equations,

r2f ðx; y; zÞ ¼ @2f

@t2
; (6.3)

often characterize dynamic situations with propagating waves, and are called the

wave equations. A boundary value problem is the problem of finding a solution to a

differential equation or to a set of differential equations subject to certain specified

boundary and/or initial conditions. The theories developed in this chapter all lead to

boundary value problems. Thus, in this chapter, conservation principles, constitu-

tive equations, and some kinematics relations from the previous chapters are

employed to formulate continuum theories that lead to physically motivated and

properly formulated boundary value problems.

6.2 The Theory of Fluid Flow Through Rigid Porous Media

The theory of fluid flow through rigid porous media reduces to a typical diffusion

problem; the diffusion of the pore fluid pressure through the porous medium. The

solid component of the continuum is assumed to be porous, rigid, and stationary,

thus the strain and rate of deformation are both zero. The pores in the solid cannot

be closed,—most of them must be open and connected; so it is possible for the pore

fluid to flow about the medium. The assumption of an immobile rigid porous

continuum is not necessary as the constitutive equation for the porous medium

may be combined with the equations of elasticity to form a theory for poroelastic

materials (Chap. 8). Recall that rf denotes the density of the fluid in the pores of the
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porous medium, ro a reference value of density, v the velocity of the fluid passing

through the pore, f the porosity of the medium, and q the volume flux of fluid per

unit area, q ¼ frfv/ro, through the pores. This constitutive idea is that the fluid

volume flux q ¼ frfv/ro at a particleX is a function of the pressure variation in the

neighborhood of X, NðXÞ. The constitutive relation for the rigid porous continuum

is Darcy’s law. Darcy’s law relates the fluid volume flow rate, q ¼ frfv/ro, to the

gradient (rp) of the pore pressure p,

q ¼ frfv=ro ¼ �HðpÞ � rpðx; tÞ;HðpÞ ¼ HTðpÞ; ð5:36DÞ repeated

where the symmetry in material tensor H has been shown in Chap. 5 to hold for

material symmetries greater than monoclinic. The conservation law that is com-

bined with Darcy’s law is the conservation of mass (3.6) in a slightly rearranged

form. In (3.6) the density r is replaced by the product of the porosity and the fluid

density, frf, in order to account for the fact that the fluid is only in the pores of the

medium, and the resulting mass balance equation is divided throughout by ro, thus

1

ro

@frf
@t

þr � ðfrfv=roÞ ¼ 0: (6.4)

In the case of compressible fluids it is reasonable to assume that fluid is barotropic,

that is to say that the fluid density rf is a function of pressure, rf ¼ rf(p), in
which case (6.4) may be written as

f
ro

@rf
@p

@p

@t
þr � q ¼ 0; (6.5)

where frfv/ro has been replaced by q and where it has been assumed that the

porosity f is not a function of time. Substituting (5.36D) into (6.5), and multiplying

through by the inverse of the factor multiplying the partial derivative of the pressure

p with respect to time, a differential equation for the pore pressure is obtained,

@p

@t
¼ ro

f
@p

@rf

� �
r � ðH � rpÞ: (6.6)

If it is assumed that H and @p
@rf

are constants, and if the viscosity m of the pore

fluid is introduced by the substitution

H � 1

m
K; (6.7)

then

@p

@t
¼ 1

t
K : ðr �rÞp; (6.8)
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where

t ¼ m
f
ro

@rf
@p

(6.9)

is a material constant of dimension time. The time constant t depends upon the

porosity of the medium and the viscosity and barotropic character of the pore fluid.

The constant intrinsic permeability tensor K is of dimension length squared; it

depends only upon the arrangement and size of the pores in the medium and, in

particular, is independent of the pore fluid properties. The differential equation (6.8)

is a typical diffusion equation for an anisotropic medium; in the case of an isotropic

medium the differential equation (6.8) becomes

@p

@t
¼ k

t
r2p; (6.10)

where K ¼ k1. Mathematically equivalent differential equations for anisotropic

and isotropic heat conductors are obtained from the Fourier law of heat conduction

and the conservation of energy. The pore fluid density rf satisfies the same

diffusion equation (6.8) as the pore fluid pressure p,

@rf
@t

¼ 1

t
K : ðr �rÞrf ; (6.11)

a result that follows from the assumed barotropic character, rf ¼ rf(p), of the pore
fluid, and the assumption that @p

@rf
is constant.

The boundary conditions on the pore pressure field customarily employed in the

solution of the differential equation (6.8) are (1) that the external pore pressure p is

specified at the boundary (a lower pressure on one side of the boundary permits flow

across the boundary), (2) that the pressure gradient rp at the boundary is specified

(a zero pressure gradient permits no flow across the boundary), (3) that some linear

combination of (1) and (2) is specified. The complete theory for the flow of a fluid

through a rigid porous medium consists of the differential equation (6.8) specified

for an object O and boundary and initial conditions. The boundary conditions

include the prescription of some combination of the pressure and the mass flux

normal to the boundary ∂O as a function of time, n�q ¼ f rf n�v(x*, t)/ro ¼
� (1/m) n�K�rp(x*, t), x* � ∂O, thus

� ðc1=mÞn �K � rpðx�; tÞ þ c2pðx�; tÞ ¼ f ðx�; tÞ; x� � @O (6.12)

where c1 and c2 are constants and f(x*, t) is a function specified on ∂O. In the case

when c1 is zero, this condition reduces to a restriction of the boundary pressure and,
in the case when c2 is zero, it is a restriction on the component of the mass flux

vector normal to the boundary.
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The basic pore fluid flow problem described by (6.8) and (6.12) may be

simplified by specifying the type of material symmetry. If the material has

orthotropic symmetry, employing a representation from Table 4.3 and the principal

coordinate system for orthotropic symmetry, (6.8) and (6.12) become

@p

@t
¼ K11

t
@2p

@x21
þ K22

t
@2p

@x22
þ K33

t
@2p

@x23
in O; (6.13)

� c1
m

n1K11

@p

@x1

� �
x�
þ n2K22

@p

@x2

� �
x�
þ n3K33

@p

@x3

� �
x�

� �
þ c2pðx�; tÞ

¼ f ðx�; tÞ; x� � @O; (6.14)

and, if the material is isotropic, it follows from a representation in Table 4.3 that

(6.13) reduces to (6.10) and (6.14) may be specialized as follows:

� ðc1=mÞKn � rpðx�; tÞ þ c2pðx�; tÞ ¼ f ðx�; tÞ; x� � @O (6.15)

The coordinate system may be rescaled so that the differential equation and

boundary conditions are those of distorted heat conduction objects with isotropic

material symmetry. To accomplish this the coordinates x1, x2, and x3 are rescaled by

x ¼
ffiffiffiffiffiffiffi
k

K11

r� �
x1; y ¼

ffiffiffiffiffiffiffi
k

K22

r� �
x2; z ¼

ffiffiffiffiffiffiffi
k

K33

r� �
x3;where

k3 ¼ K11K22K33:

(6.16)

Then the differential equation (6.10) for an isotropic medium applies in the

distorted or stretched O, and the boundary conditions (6.14) are

� c1
m

n1
ffiffiffiffiffiffiffiffiffiffi
kK11

p @p

@x

� �
x�
þ n2

ffiffiffiffiffiffiffiffiffiffi
kK22

p @p

@y

� �
x�
þ n3

ffiffiffiffiffiffiffiffiffiffi
kK33

p @p

@z

� �
x�

� �
þ c2pðx�; tÞ

¼ f ðx�; tÞ; x� � distorted @O:

(6.17)

In this restatement of the anisotropic problem one trades a slightly more com-

plicated differential equation (6.8) for a simpler one (6.10) and obtains the slightly

more complicated boundary condition above.

Example 6.2.1
A layer of thickness L of a rigid porous material is between two fluid reservoirs both

containing the same fluid at the same pressure po, as illustrated in Fig. 1.8. Let x1 be
a coordinate that transverses the perpendicular distance between two layers; one

reservoir is located at x1 ¼ L and the opening to the other reservoir is located at

x1 ¼ 0, although the fluid level in the second reservoir is below x1 ¼ 0 to maintain
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the exit pressure of po. At t ¼ 0 the pore fluid pressure in the reservoir at x1 ¼ L is

raised from po to rgh þ po and held at rgh þ po for all subsequent times, 1 > t
> 0. The pressure at the entrance to the second reservoir at x1 ¼ 0, or the exit from

the layer, is held at po for all times, 1 > t > �1. (a) Show that the steady-state

solution (that is to say after the startup effects of the pressure changes at t ¼ 0 have

vanished) is a linear variation in the pore fluid pressure from rgh þ po at x1 ¼ L to

po at x1 ¼ 0. (b) How does the pressure p(x1, t) in the layer evolve in time to the

linear long-term steady-state solution?

Solution: The problem is one-dimensional in the direction of x1. The one-

dimensional form of the differential equation (6.8) is

@p

@t
¼ K11

t
@2p

@x21
: ðuÞunsteady

In the special case of steady states it reduces to

@2p

@x11
¼ 0: ðsÞsteady

The solution to the steady-state equation (s) subject to the condition that p ¼ po
at x1 ¼ 0 and p ¼ rgh þ po at x1 ¼ L for all t for all times, 1 > t > > 0 is

p(x1) ¼ rgh(x1/L) þ po. This result represents a linear variation in the pore fluid

pressure from rgh þ po at x1 ¼ L to po at x1 ¼ 0. In the case of unsteady flow a

solution to the differential equation (u) for the unsteady situation is sought, subject

to the conditions that p ¼ po everywhere in the medium and on its boundaries for

t < 0, that p ¼ po at x ¼ 0 for all times 1 > t > 0 and p ¼ rgh þ po at x1 ¼ L
for all 1 > t > 0. Before solving the differential equation (u), it is first rendered

dimensionless by introducing the dimensionless pressure ratio P, the dimensionless

coordinate X, and the dimensionless time parameter T, thus

P ¼ p� po
rgh

;X ¼ x1
L
; and T ¼ K11

L2
t

t
;

respectively. These equations are solved for p, x1, and t,

p ¼ rghPþ po; x1 ¼ LX; and t ¼ L2t
K11

T;

and substituted into the differential equation (u) for the unsteady situation which

then converts to the dimensionless version of this differential equation

@P

@T
¼ @2P

@X2
:
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Note that the steady-state solution p(x1) ¼ rgh(x1/L) þ po becomes P ¼ X in

the notation of the dimensionless variables. The solution to this dimensionless

differential equation for t � 0 subject to these boundary and initial conditions is

P ¼ X � 2

p

Xn¼1

n¼1

1

n
ð�1Þn�1

e�n2p2T sinðnpXÞ:

Substitution of this solution back into the differential equation above may be used

to verify that the solution is a solution to the differential equation. Note that the

steady-state solution P ¼ X is recovered as t tends to infinity. The temporal evolu-

tion of the steady-state linear distribution of pore fluid pressure across the layer of

rigid porous material is illustrated in Fig. 6.1. The vertical scale is the dimensionless

pressure P with a range of 0 to 1. The front horizontal scale is the dimensionless

coordinate X, also with a range of 0 to 1; it traverses the porous layer. The

dimensionless time constant T is plotted from 0 to 0.2 in the third direction.

Problems

6.2.1 Show that the pore fluid density rf satisfies the same differential equation for

diffusion, equation (6.11), as the pore fluid pressure p (6.8).

6.2.2 Verify that the form of the rescaled equations (6.10) and (6.17) follow from

(6.13) and (6.14). Describe the shape of a homogeneous orthotropic material

object O that is in the form of a cube after it is rescaled and distorted so that

the differential equation is isotropic.

0.2
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Fig. 6.1 The temporal evolution of the pressure distribution in a layer of rigid porous material.

The vertical scale is the dimensionless pressure P with a range of 0 to 1. The front horizontal scale

is the dimensionless coordinate X, also with a range of 0 to 1; it traverses the porous layer.

The dimensionless time constant T is plotted from 0 to 0.2 in the third direction. The purpose of the

plot is to illustrate the evolution of the steady state linear distribution of pressure across the layer of

rigid porous material
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6.2.3 Show that the solution to the dimensionless differential equation @P
@T ¼ @2P

@X2 and

the prescribed boundary and initial conditions that p ¼ po everywhere in the

medium and on its boundaries for t < 0, that p ¼ po at x ¼ 0 for for

t 2 [�1, 1] and p ¼ p1 at L ¼ h for t 2 [0, 1], is given by

P ¼ X � 2

p

Xn¼1

n¼1

1

n
ð�1Þn�1

e�n2p2T sinðnpXÞ:

6.2.4 Record the explicit matrix form for the constitutive relation for the Darcy

medium (5.6D).

6.2.5 Record the explicit matrix form for the constitutive relation for a

Darcy porous medium in an inhomogeneous transversely isotropic material.

6.2.6 Record the explicit matrix form for the constitutive relation for Darcy’s law

in a homogeneous isotropic material.

6.3 The Theory of Elastic Solids

An overview of the theory of linear elastic solids can be obtained by considering it

as a system of fifteen equations in fifteen scalar unknowns. The fifteen scalar

unknowns are the six components of the stress tensor T, the six components

of the strain tensor E, and the three components of the displacement vector u.

The parameters of an elasticity problem are the tensor of elastic coefficients Ĉ, the

density r, and the action-at-a-distance force d, which are assumed to be known. The

system of fifteen equations consists of stress–strain relations from the anisotropic

Hooke’s law,

T̂ ¼ Ĉ � Ê;where Ĉ ¼ Ĉ
T
:ð5:7HÞ and ð5:24HÞ repeated

the six strain–displacement relations,

E ¼ ð1=2Þððr � uÞT þr� uÞ; ð2:49Þ repeated

and the three stress equations of motion,

r€u ¼ r � Tþ rd;T ¼ TT: (6.18)

This form of the stress equations of motion differs from (3.38) only in notation:

the acceleration is here represented by €u rather than €x, a result that follows from

(2.20) by taking the time derivative twice and assuming that the material and spatial

reference frames are not accelerating relative to one another. The system of fifteen

equations in fifteen scalar unknowns may be reduced to a system of three equations

in three scalar unknowns by accomplishing the following algebraic steps: (1) sub-

stitute the strain–displacement relations (2.49) into the stress–strain relations
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(5.7H), then (2) substitute the resulting expression relating the stress to the first

derivatives of the displacement into the three stress equations of motion (6.18). The

result is a system of three equations in three scalar unknowns, the three components

of the displacement vector. This algebraic simplification will be accomplished in

the case of an isotropic material after Hooke’s law for isotropic materials is

developed in the next paragraph.

The stress–strain and strain–stress relations of the anisotropic Hooke’s law,

(5.7H) and (5.24H), respectively, are developed next. It has been shown that the

tensor of elastic material coefficients Ĉ is symmetric and positive definite, as is its

inverse Ŝ, the compliance tensor of elastic material coefficients. The strain–stress

relations (as opposed to the stress–strain relations) are

Ê ¼ Ŝ � T̂; Ŝ ¼ Ĉ
�1
; ð5:12HÞ repeated

The form and symmetry of Ĉ and Ŝ are identical for any material symmetry and,

for the material symmetries of interest, the form appropriate to the material

symmetry is given in Tables 4.4 and 4.5. The notation employed thus far for Ĉ

and Ŝ, the notation that allows their representation as second order tensors in six

dimensions, is not the traditional notation. To obtain the traditional notation,

Hooke’s law (5.7H) is expressed in its matrix format,

T̂1

T̂2

T̂3

T̂4

T̂5

T̂6

2
666666664

3
777777775
¼

ĉ11 ĉ12 ĉ13 ĉ14 ĉ15 ĉ16

ĉ21 ĉ22 ĉ23 ĉ24 ĉ25 ĉ26

ĉ31 ĉ32 ĉ33 ĉ34 ĉ35 ĉ36

ĉ41 ĉ42 ĉ43 ĉ44 ĉ45 ĉ46

ĉ51 ĉ52 ĉ53 ĉ54 ĉ55 ĉ56

ĉ61 ĉ62 ĉ63 ĉ64 ĉ65 ĉ66

2
666666664

3
777777775

Ê1

Ê2

Ê3

Ê4

Ê5

Ê6

2
666666664

3
777777775
; (6.19)

and then converted to the traditional three-dimensional component representation

by employing the relations (A163),

T11

T22

T33ffiffiffi
2

p
T23ffiffiffi

2
p

T13ffiffiffi
2

p
T12

2
666666666664

3
777777777775

¼

c11 c12 c13
ffiffiffi
2

p
c14

ffiffiffi
2

p
c15

ffiffiffi
2

p
c16

c12 c22 c23
ffiffiffi
2

p
c24

ffiffiffi
2

p
c25

ffiffiffi
2

p
c26

c13 c23 c33
ffiffiffi
2

p
c34

ffiffiffi
2

p
c35

ffiffiffi
2

p
c36ffiffiffi

2
p

c14
ffiffiffi
2

p
c24

ffiffiffi
2

p
c34 2c44 2c45 2c46ffiffiffi

2
p

c15
ffiffiffi
2

p
c25

ffiffiffi
2

p
c35 2c45 2c55 2c56ffiffiffi

2
p

c16
ffiffiffi
2

p
c26

ffiffiffi
2

p
c36 2c46 2c56 2c66

2
666666666664

3
777777777775

E11

E22

E33ffiffiffi
2

p
E23ffiffiffi

2
p

E13ffiffiffi
2

p
E12

2
666666666664

3
777777777775

;

(6.20)

and introducing the matrix coefficients cij, i, j ¼ 1, . . ., 6, defined in Table 6.1. It is
easy to verify that the matrix equation (6.20) may be rewritten as
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T11

T22

T33

T23

T13

T12

2
6666664

3
7777775
¼

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66

2
6666664

3
7777775

E11

E22

E33

2E23

2E13

2E12

2
6666664

3
7777775
: (6.21)

This matrix represents the classical notation of Voigt (1910) for the anisotropic

stress–strain relations. Unfortunately the matrix c appearing in (6.21) does not

represent the components of a tensor, while symmetric matrices Ĉ and Ŝ do

represent the components of a second-order tensor in a 6-dimensional space.

Table 6.1 The elasticity

and compliance in different

notations

1 2 3 1 2 3

C1111 c11 ĉ11 S1111 s11 Ŝ11
C2222 c22 ĉ22 S2222 s22 Ŝ22
C3333 c33 ĉ33 S3333 s33 Ŝ33
C1122 c12 ĉ12 S1122 s12 Ŝ12
C1133 c13 ĉ13 S1133 s13 Ŝ13
C2233 c23 ĉ23 S2233 s23 Ŝ23
C2323 c44 1

2
ĉ44 S2323 1

4
s44 1

2
Ŝ44

C1313 c55 1
2
ĉ55 S1313 1

4
s55 1

2
Ŝ55

C1212 c66 1
2
ĉ66 S1212 1

4
s66 1

2
Ŝ66

C1323 c54 1
2
ĉ54 S1323 1

4
s54 1

2
Ŝ54

C1312 c56 1
2
ĉ56 S1312 1

4
s56 1

2
Ŝ56

C1223 c64 1
2
ĉ64 S1223 1

4
s64 1

2
Ŝ64

C2311 c41 1ffiffi
2

p ĉ41 S2311 1
2
s41 1ffiffi

2
p Ŝ41

C1311 c51 1ffiffi
2

p ĉ51 S1311 1
2
s51 1ffiffi

2
p Ŝ51

C1211 c61 1ffiffi
2

p ĉ61 S1211 1
2
s61 1ffiffi

2
p Ŝ61

C2322 c42 1ffiffi
2

p ĉ42 S2322 1
2
s42 1ffiffi

2
p Ŝ42

C1322 c52 1ffiffi
2

p ĉ52 S1322 1
2
s52 1ffiffi

2
p Ŝ52

C1222 c62 1ffiffi
2

p ĉ62 S1222 1
2
s62 1ffiffi

2
p Ŝ62

C2333 c43 1ffiffi
2

p ĉ43 S2333 1
2
s43 1ffiffi

2
p Ŝ43

C1333 c53 1ffiffi
2

p ĉ53 S1333 1
2
s53 1ffiffi

2
p Ŝ53

C1233 c63 1ffiffi
2

p ĉ63 S1233 1
2
s63 1ffiffi

2
p Ŝ63

Column 1 illustrates the Voigt notation of these quantities as

fourth order tensor components in a three-dimensional Car-

tesian space. Column 2 represents the Voigt matrix or double

index notation. Column 3 illustrates the Kelvin-inspired

notation for these quantities as second order tensor

components in a six-dimensional Cartesian space
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A chart relating the component notations of the matrix c (and its inverse s) to the

component notations for Ĉ and Ŝ is given in Table 6.1. Table 6.1 also relates these

coefficients to the traditional notation for the representation of these tensors as

fourth-order tensors in a three-dimensional space, a notation that is not employed in

this text. The various components in Table 6.1 are either equal or differ by multiples

of √2 from each other. In the case of orthotropic symmetry it follows from Table 4.4

and (6.19) through (6.21) that

T11

T22

T33

T23

T13

T12

2
666666664

3
777777775
¼

c11 c12 c13 0 0 0

c12 c22 c23 0 0 0

c13 c23 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c55 0

0 0 0 0 0 c66

2
666666664

3
777777775

E11

E22

E33

2E23

2E13

2E12

2
666666664

3
777777775
; (6.22a)

or

T11

T22

T33

2
64

3
75 ¼

c11 c12 c13

c12 c22 c23

c13 c23 c33

2
64

3
75

E11

E22

E33

2
64

3
75; (6.22b)

T23 ¼ 2c44E23; T13 ¼ 2c55E13; T12 ¼ 2c66E12;

and, in the case of isotropic symmetry, it follows again from Table 4.4 and (6.19)

through (6.21) that

T11

T22

T33

T23

T13

T12

2
666666664

3
777777775
¼

lþ 2m l l 0 0 0

l lþ 2m l 0 0 0

l l lþ 2m 0 0 0

0 0 0 m 0 0

0 0 0 0 m 0

0 0 0 0 0 m

2
666666664

3
777777775

E11

E22

E33

2E23

2E13

2E12

2
666666664

3
777777775
; (6.23)

where the coefficients c11 and c12 are expressed in terms of the Lame´ moduli of

elasticity, l and m; c11 ¼ l þ 2m and c12 ¼ l (note that ĉ11 ¼ lþ 2m and ĉ12 ¼ l).
In equation (5.11N) the Greek letters l and m are also used to denote the viscosity

coefficients. This dual use for these Greek letters will continue throughout the text

as they are traditional notations in elasticity theory and in viscous fluid theory. The

reader should keep in mind that the significance of l and m will depend upon

context, viscous fluid or elastic solid. Developing the six scalar equations that come

from the matrix equation (6.23) in algebraic analogy with the transition from (5.8N)
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to (5.11N), a result algebraically equivalent to (5.11N) with D replaced by E then

follows:

T ¼ lðtrEÞ1þ 2mE: (6.24)

For an isotropic linear elastic material there are just two independent elastic

constants. These two constants are represented, for example, by the Lamé moduli l
and m. Another set of isotropic elastic constants in common use are the Young’s

modulus E, the shear modulus G (¼m), and Poisson’s ratio n, where the three

constants are related by 2G(1 þ n) ¼ E so that only two are independent. Any single

isotropic elastic constant can be expressed in terms of any two other isotropic elastic

constants as documented by Table 6.2, which contains expressions for most of the

usual isotropic elastic constants in terms of different pairs of the other isotropic elastic

constants. A frequently employed isotropic elastic constant is the bulk modulus k,
which represents the ratio of an applied mean hydrostatic stress, –p ¼ (trT)/3, to a

volumetric strain. Recall that trE represents the volumetric strain per unit volume.

The relationship between volumetric strain per unit volume and the mean hydrostatic

stress, –p ¼ (trT)/3, is obtained by taking the trace of (6.24), thus –3p ¼ (3l þ 2m)
trE. The bulk modulus k is then given by the following different representations,

k � �p

trE
¼ lþ 2m

3
¼ E

3ð1� 2nÞ ; (6.25)

Table 6.2 The isotropic elastic constants expressed in terms of certain pairs of other isotropic

elastic constants

l m E n k

l, m ▪ ▪ mð3lþ 2mÞ
lþ m

l
2ðlþ mÞ

3lþ 2m
3

l, n ▪ lð1� 2nÞ
3n

lð1� nÞð1� 2nÞ
n

▪ lð1� nÞ
3n

l, k ▪ 3ðk � lÞ
2

9kðk � lÞ
3k � l

l
3k � l

▪

m, E ð2m� EÞm
ðE� 3mÞ

▪ ▪ ðE� 2mÞ
2m

mE
3ð3m� EÞ

m, n 2mn
1� 2n

▪ 2m(1 þ n) ▪ 2mð1þ nÞ
3ð1� 2nÞ

m, k 3k � 2m
3

▪ 9km
3k þ m

3k � 2m
6k þ 2m

▪

E, n nE
ð1þ nÞð1� 2nÞ

E

2ð1þ nÞ
▪ ▪ E

3ð1� 2nÞ
E, k 3kð3k � EÞ

9k � E

3kE

9k � E

▪ ð3k � EÞ
6k

▪

n, k 3kn/(1 þ n) 3kð1� 2nÞ
2ð1þ nÞ

3k(1�2n) ▪ ▪
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the equivalence of the last equality for the bulk modulus kmay be seen from the last

column of Table 6.2. The isotropic strain–stress relations are obtained from (6.24),

thus

E ¼ 1

E
fð1þ nÞT� nðtrTÞ1g: (6.26)

Reverting briefly to the case of orthotropic symmetry, the strain–stress relations

may be written in the form

E11

E22

E33

2
64

3
75 ¼

1

E1

�n21
E2

�n31
E3

�n12
E1

1

E2

�n32
E3

�n13
E1

�n23
E2

1

E3

2
6666664

3
7777775

T11

T22

T33

2
64

3
75 (6.27)

E23 ¼ T23

2G23

;E13 ¼ T13

2G13

;E12 ¼ T12

2G12

;

where E1, E2, E3 represent the Young’s moduli in the x1, x2, x3 directions; G23, G31,

G12 represent the shear moduli about the x1, x2, x3 axes and n23, n31, n12, n32, n13, and
n21 are Poisson’s ratios. The Poisson ratio n21 represents the strain in the x1 direction
due to the normal strain in the x2 direction and where symmetry of the compliance

tensor requires that

�n13
E1

¼ �n31
E3

;
�n13
E1

¼ �n31
E3

;
�n23
E2

¼ �n32
E3

: (6.28)

Biomedical Historical Note: Thomas Young (1773–1829) was a child prodigy, a well
educated physician, a physicist and a student of languages who attempted to decipher
Egyptian hieroglyphics and who translated the Rosetta Stone. Although he is well known
for his concept of the modulus of elasticity, he did significant work in explaining how the
eye functioned. He argued that the lens of an eye changed shape to focus light as necessary.
He suggested that the retina responded to three principal colors that combined to form all
the other colors. More generally he considered the nature of light and discovered the
principle of interference of light.

As noted in the introductory paragraph of this section, the system of 15 equations

in 15 unknowns can be reduced to a set of three equations in three unknowns or,

equivalently, to a single vector equation in three dimensions. The resulting

equations are known as the Navier equations of elasticity and they are similar in

form to the Navier–Stokes equations of viscous fluid theory developed in the

following section. To obtain these equations for an isotropic material one

substitutes (2.49) into (6.24) and then places the modified (6.24) for the stresses

6.3 The Theory of Elastic Solids 139



in terms of the components of the displacement vector into the equations of motion

(6.18), thus

r€u ¼ ðlþ mÞrðr � uÞ þ mr2uþ rd: (6.29)

This is the Navier equation. If the Navier equation is solved for the displacement

field u, then the strain field E can be determined from (2.49) and the stress field T

from (6.24). The resulting stress field will satisfy the stress equations of motion

(6.18) because (6.29) is an alternate statement of the equations of motion.

Consider now the special case when one chooses the stress (or the strain) as the

unknown and the displacement is to be calculated last from the determined strain

tensor. In this case one must consider the strain–displacement relations (2.49) to be

a system of first-order partial differential equations to be solved for the components

of the displacement vector u given the components of strain tensor E (see Sect. 2.4).

The conditions of compatibility in terms of strain, (2.53), (2.54), or (2.55), are a set

of necessary and sufficient conditions that the first-order partial differential

equations (2.49) must satisfy in order that (2.49) have a single valued and continu-

ous solution u.

The general problem associated with the basic system of fifteen equations is to

find the fields T(x, t), E(x, t), and u(x, t) for all x 2 O and t 2 [0, t] given a

particular object O of density r and elastic coefficients Ĉ (or, in the case of isotropy,

l and m) acted upon by an action-at-a-distance force d and some surface loading or

specified displacements at the boundary during a specified time interval [0, t]. Such
problems are called the initial-boundary value problems of the theory of elasticity

and they are classified in several ways. First, they are classified as either

elastostatic, elastoquasi-static, or elastodynamic. The elastostatic boundary value
problems are those in which T(x), E(x), and u(x) are independent of time, and the

inertia term in the stress equations of motion, r€u, is zero. The elastoquasi-static
problems are those in which T(x, t), E(x, t), and u(x, t) are time dependent, but the

inertia term in the stress equations of motion, r€u, is small enough to be neglected.

The elastodynamic initial-boundary value problems are those in which T(x, t),
E(x, t), and u(x, t) are time dependent and the inertia term in the stress equations of

motion, r€u, is neither zero nor negligible.

The formulation of boundary value problems is considered next. The boundary

value problems are classified as displacement, traction, and mixed or mixed–mixed

boundary value problems. An object O with boundary ∂O is illustrated in Fig. 6.2.

The total boundary of the object O is divided into the sum of two boundaries, the

displacement boundary ∂Ou over which the boundary conditions are specified in

terms of displacement and the traction boundary ∂Ot over which the boundary

conditions are specified in terms of the surface tractions t. Note that ∂Ot \ ∂Ou

¼ Ø and ∂Ot [ ∂Ou ¼ ∂O. It is required for some problems to further subdivide

the boundaries to include the situation in which the normal tractions and transverse

displacements, or transverse tractions and normal displacements, are specified over

portions of the object boundary, but that is not done here. The rigid wall indicated in
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Fig. 6.2 is intended to suggest a boundary upon which the boundary condition on

the displacement is specified and the other surface is intended to suggest a boundary

on which the (zero or nonzero) surface tractions are specified.

In the displacement boundary value problem the continuous surface displace-

ment u(x*, t) is specified on the boundary ∂O for [0, t], x* 2 ∂O, where [0, t] is the
time interval for which a solution is desired, and the continuous initial displacement

field uo(x) is specified for all x 2 O. The displacement boundary value problem is

the following; given a particular object O of density r and elastic coefficients Ĉ

(or, in the case of isotropy, l and m) acted upon by an action-at-a-distance force d,

determine the fields u(x, t), T(x, t), E(x, t) which satisfy the system of equations

(2.49), (6.18) and some form of Hooke’s law (5.7H), the initial conditions

uðx; 0Þ ¼ uðxÞ; _uðx; 0Þ ¼ _uðxÞ; x 2 O; (6.30)

and the displacement boundary condition

uðx; tÞ ¼ u�ðx�; tÞ; x� 2 @O; t 2 ½0; t	: (6.31)

In the traction boundary value problem the specification of surface displacement

(6.31) is replaced by the specification of the surface traction t(x*, t) for all x* 2 ∂O
and t 2 [0, t], thus

tðx�; tÞ ¼ Tðx�; tÞn; n?@O; x� 2 @O; t 2 ½0; t	; (6.32)

where n is the unit exterior normal to the boundary. In a mixed boundary value
problem there is a portion of the boundary on which the displacements are specified

and a portion of the boundary on which the surface tractions are specified. These

portions of the boundary are denoted in Fig. 6.2 by ∂Ou and ∂Ot and they are non-

empty, non-intersecting portions of the boundary whose union is the entire bound-

ary ∂O, ∂Ot \ ∂Ou ¼ Ø, ∂Ot [ ∂Ou ¼ ∂O. The typical mixed-boundary value

problem must satisfy the condition (6.31) on ∂Ou and the surface traction condition

(6.32) on ∂Ot. The mixed–mixed boundary value problem of elasticity is

characterized by boundaries where the two types of boundary conditions appear

on the same portion of the boundary. For example the normal displacement is

O

∂Ot

∂Ou

ρd

Fig. 6.2 An object denoted

by O whose total boundary is

divided into traction and

displacement boundaries

denoted by ∂Ot and ∂Ou,

∂Ot \ ∂Ou ¼ Ø, ∂Ot

[∂Ou ¼ ∂O, respectively
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specified and the shear stress is specified on the same portion of the boundary, or the

normal stress and the tangential displacement are specified on the same portion of

the boundary. The mixed–mixed boundary value problems are complicated and are

not considered here.

Any solution to an elasticity problem is unique. That is to say that, for a specific

object of a specified material acted upon by a specified action-at-a-distance force

and subject to specific boundary conditions, there is one and only one solution to the

set of 15 equations in 15 unknowns. The common strategy for proving uniqueness

theorems is to assume non-uniqueness, that is to say assume there are two, and then

prove that the two must be equal. The uniqueness theorem for linear elasticity is

proved using this strategy. Assume that there are two solutions u(1)(x, t), T(1)(x, t),
E(1)(x, t), and u(2)(x, t), T(2)(x, t), E(2)(x, t), to the same elasticity problem, that is to

say a problem in which the object, the material, the action-at-a-distance force, and

the boundary conditions to which the object is subjected, are all specified. The

linearity of the system of equations for linear elasticity permits one problem

solution for a specified object and material, action-at-a-distance force, traction

boundary conditions, and displacement boundary conditions, to be superposed

upon a second solution for the same specified object, material and displacement

boundary conditions, but for a different action-at-a-distance force, different traction

boundary conditions and different displacement boundary conditions. Thus, for

example, two solutions, u(1)(x, t), T(1)(x, t), E(1)(x, t) and u(2)(x, t), T(2)(x, t),
E(2)(x, t), for the same specified object and material, but different traction boundary

conditions, displacement boundary conditions and action-at-a-distance forces, may

be added together, u(1)(x, t) þ u(2)(x, t),T(1)(x, t) þ T(2)(x, t),E(1)(x, t) þ E(2)(x, t),
to obtain the solution for specified object and material, for the traction boundary

conditions and displacement boundary conditions and action-at-a-distance force that

are the sum of the two sets of traction boundary conditions, displacement boundary

conditions and action-at-a-distance forces. In the proof of uniqueness the principle

of superposition is used to define the difference problem obtained by subtracting the

two (possibly different) solutions u(1)(x, t), T(1)(x, t), E(1)(x, t), and u(2)(x, t),
T(2)(x, t), E(2)(x, t), to the same elasticity problem. The difference problem to

which the fields u(1)(x, t)�u(2)(x, t), T(1)(x, t)�T(2)(x, t), and E(1)(x, t)�E(2)(x, t)
are a solution is thus a problem for the same specified object and material but for a

zero action-at-a-distance force and for zero stress boundary conditions on ∂Ot and

zero displacement boundary conditions on ∂Ou. The objective is to obtain the

solution to this difference problem by considering the work done on a linearly elastic

object by the surface tractions and the action-at-a-distance force does this most

efficiently. The relation between the work done by the surface tractions and by the

“action-at-a-distance force” on the object may be expressed as an integral over the

object of the local work done per unit volume, trT:E (see (3.53) and (3.57)):

Z
@O

t � u daþ
Z
O

rd � u dv ¼
Z
O

trfT � Eg dv ¼
Z
O

T : E dv ¼
Z
O

T̂ � Ê dv:

(6.33)
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The local work done is trT�E, which also has the representation T : E ¼ T̂ � Ê
(see (3.57) and (A164)). Partitioning the two types of boundaries being considered

here, (6.33) may be rewritten as

Z
@Ot

t � u daþ
Z
@Ou

t � u daþ
Z
O

rd � u dv ¼
Z
O

T̂ � Ê dv: (6.34)

Each of the three integrals on the left hand side of (6.34) is zero. The first one is

zero because the difference in boundary surface tractions is zero for the difference

problem. The second one is zero because the difference in boundary surface

displacements is zero for the difference problem. The third one is zero because

the difference in “action-at-a-distance” forces is zero for the difference problem.

Since the left hand side of (6.34) is zero and since Hooke’s law relates the stress and

strain by T̂ ¼ Ĉ � Ê, it follows that trðT � EÞ ¼ T̂ � Ê ¼ Ê � Ĉ � Ê; thus for the special
case of the difference solution,

Z
O

ðÊ � Ĉ � ÊÞ dv ¼ 0: (6.35)

The final step in this proof of uniqueness is to recall that Ĉ is positive definite;

Ê � Ĉ � Ê>0 for all nonzero strains Ê, (5.34H). There is a contradiction between

(6.35) and the requirement that Ĉ be positive definite, Ê � Ĉ � Ê>0, everywhere in

the object unless Ê ¼ 0. This shows that the strain, and therefore the stress, in the

difference solution is zero. It does not show that the displacement is zero however.

If fact, the displacement may represent any rigid object motion. Thus a solution to a

linear elasticity problem is only unique up to a rigid object motion.

The uniqueness theorem of linear elasticity theory is a very important tool in the

solution of elasticity problems. From it, the elasticity problem solver knows that if a

candidate solution satisfies all the boundary conditions as well as all the 15

elasticity equations, then the candidate solution is a unique solution to the problem.

In particular, it allows the elasticity problem solver to guess candidate solutions to

elasticity problems, or to make partial guesses. The literature of elasticity does not

describe these guessing or semi-guessing methods as guessing, rather it uses more

dignified terminology like “the semi-inverse method.” The following example is an

illustration.

Example 6.3.1
Consider the problem of pure bending of a beam of orthotropic elastic material.

The long axis of the beam coincides with the x3 direction and the bending moment

is applied about the x1 axis (Fig. 6.3). The coordinate system has its origin at the

centroid of the cross-sectional area and the 1, 2 axes coincide with the principal

axes of the area moment of inertia. Determine formulas for the stress components in

terms of the applied moment M1 and the geometric properties of the cross-section.
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Solution: To obtain this solution, it is necessary to account only for the bending

moment about the x1 axis,M1, and the fact that the lateral surfaces of this beam, that

is to say the surfaces other than the ends normal to the x3 axis, are unloaded, that is
to say that there are no surface tractions applied. Because the lateral boundaries are

unloaded we are going to guess that stresses that could act on the lateral boundaries

are zero everywhere in the object, thus

T11 ¼ T22 ¼ T12 ¼ T13 ¼ T23 ¼ 0:

The only nonzero stress is then the axial stress T33. The momentM1 must then be

balanced by a distribution of the axial stress T33 in the beam. In general

T33 ¼ T33(x1, x2, x3); however this may be reduced to T33 ¼ T33(x1, x2) by observ-

ing that T33 must be independent of x3. The argument for T33 being independent of

x3 is a physical one. Consider a free object diagram at any location along the length

of the beam in Fig. 6.3. The reactive force system at that (any) location must be

equal to the moment M1 applied at the end. Thus the stress distribution must be the

same along the entire length of the beam. The only nonzero strains due to T33 are
then computed from (6.27),

E11ðx1; x2Þ ¼ �n13
E1

T33ðx1; x2Þ;E22ðx1; x2Þ ¼ �n23
E2

T33ðx1; x2Þ;E33ðx1; x2Þ

¼ 1

E3

T33ðx1; x2Þ:

When the compatibility equations (2.54) are applied to these three strains, the

following differential equations for T33 are obtained:

@2T33

@x21
¼ @2T33

@x22
¼ @2T33

@x1@x2
¼ 0:

The solution to this system of differential equations is T33 ¼ co þ c1x1 þ c2x2,
where co, c1, and c2 are constants. The next step in the solution to this problem is to

Fig. 6.3 A beam subjected to

a pure bending loading. The

bending moment M1 is

applied about the 1-axis.

There are no other loads.

The origin of coordinates is at

the centroid of the cross-

section. The coordinate axes

coincide with the principal

axes of the area moment of

inertia
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require that the stress distribution T33 satisfy the conditions that the axial load on the
beam is zero, that the bending moment about the x1 axis is equal to M1 and that the

bending moment about the x2 axis is equal to 0. The respective integrals in the 1,

2 plane over the cross-sectional area are given by

Z
A

T33 dA ¼ 0;

Z
A

T33x2 dA ¼ M1;

Z
A

T33x1 dA ¼ 0:

The second integral equates M1 to the couple generated by the integral of the

moment of the stress T33 times the area patch at a location x2. The positive direction
is determined by the right hand rule. Substituting T33 ¼ co þ c1x1 þ c2x2 into

these three integrals, it follows that

co

Z
A

dAþ c1

Z
A

x1 dAþ c2

Z
A

x2 dA ¼ 0; co

Z
A

x2 dAþ c1

Z
A

x1x2 dAþ c2

Z
A

x22 dA ¼ M1

co

Z
A

x1 dAþ c1

Z
A

x21 dAþ c2

Z
A

x1x2 dA ¼ 0:

These results are simplified by noting the cross-sectional area A, the xi, i ¼ 1, 2,

centroid of the cross-sectional area, denoted by xi, and the components of the area

moment of inertia tensor (A134), I11, I22, I12:

A ¼
Z
A

dA; xi ¼ 1

A

Z
A

xidA; I11 ¼
Z
A

x22dA; I22 ¼
Z
A

x21 dA; I12 ¼ �
Z
A

x1x2 dA:

Since the origin of coordinates was selected at the centroid, it follows that xi are
zero, thus co ¼ 0. Then, since the coordinate system has been chosen to be the

principal axes of the area moment of inertia, it follows that the product of inertia I12
vanishes, thus c2 ¼ M1/I11 and c1 ¼ 0. It follows that T33 ¼ M1x2/I11.

The solution of the stresses is then T11 ¼ T22 ¼ T12 ¼ T13 ¼ T23 ¼ 0 and

T33 ¼ M1x2/I11. The solution for the strains is

E11 ¼ �n13M1x2
E1I11

;E22 ¼ �n23M1x2
E2I11

;E33 ¼ M1x2
E3I11

;E12 ¼ E13 ¼ E23 ¼ 0;

and the solution for the displacements may be obtained from the solution for the

strains and integration of the strain–displacement relations (2.49). This solution

satisfies each of the 15 equations of elasticity and the boundary conditions specified

for this problem; thus by the uniqueness theorem, it is the unique solution to this

bending problem.

Example 6.3.2
For the problem considered in Example 6.3.1, determine the solution for the

displacement field u(x, t) from the solution for the strains,
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E11 ¼ �n13M1x2
E1I11

;E22 ¼ �n23M1x2
E2I11

;E33 ¼ M1x2
E3I11

;E12 ¼ E13 ¼ E23 ¼ 0;

by integration of the strain–displacement relations (2.49).

Solution: From this strain solution and the strain–displacement relations (2.49), a

system of six first-order partial differential equations for the components of the

displacement vector are obtained:

@u1
@x1

¼ �n13M1x2
E1I11

;
@u2
@x2

¼ �n23M1x2
E2I11

;
@u3
@x3

¼ M1x2
E3I11

;
@u1
@x2

þ @u2
@x1

¼ 0;
@u1
@x3

þ @u3
@x1

¼ 0;
@u3
@x2

þ @u2
@x3

¼ 0:

Integration of the first three of these equations yields

u1 ¼ �n13M1x2x1
E1I11

þ w1ðx2; x3Þ; u2 ¼ �n23M1x
2
2

2E2I11
þ w2ðx1; x3Þ; u3

¼ M1x2x3
E3I11

þ w3ðx1; x2Þ:

This representation for the components of u can then be substituted into the

second set of three equations above, thus

@w1ðx2; x3Þ
@x2

þ @w2ðx1; x3Þ
@x1

¼ n13M1x1
E1I11

;
@w1ðx2; x3Þ

@x3
þ @w3ðx1; x2Þ

@x1
¼ 0

@w3ðx1; x2Þ
@x2

þ @w1ðx1; x3Þ
@x3

¼ �M1x3
E1I11

:

The problem of determining the displacement field u is now the problem of

determining the functions w1(x2, x3), w2(x1, x3), and w3(x1, x2). Differentiation of

the first equation above with respect to x3, the second equation above with respect to
x2, and the third equation above with respect to x1, one obtains the following:

@2w1ðx2; x3Þ
@x2@x3

¼ � @2w2ðx1; x3Þ
@x1@x3

;
@2w1ðx1; x3Þ

@x2@x3
¼ � @2w3ðx1; x2Þ

@x1@x2

@2w3ðx1; x2Þ
@x1@x2

¼ � @2w2ðx1; x3Þ
@x1@x3

;

from which we conclude that
@2w1ðx1;x3Þ
@x2@x3

¼ @2w2ðx1;x3Þ
@x1@x3

¼ @2w3ðx1;x2Þ
@x1@x2

¼ 0. It follows that

each component of w must be the sum of two functions, each of a different single

variable, thus.

w1ðx2; x3Þ ¼ f 12ðx2Þ þ f 13ðx3Þ;w2ðx1; x3Þ ¼ f 21ðx1Þ þ f 23ðx3Þ;
w3ðx1; x2Þ ¼ f 31ðx1Þ þ f 32ðx2Þ:
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The substitution of these representations for w back into the differential

equations above yields the following:

@f 12ðx2Þ
@x2

þ @f 21ðx1Þ
@x1

¼ n13M1x1
E1I11

;
@f 13ðx3Þ
@x3

þ @f 31ðx1Þ
@x1

¼ 0;

@f 31ðx1Þ
@x2

þ @f 23ðx3Þ
@x3

¼ �M1x3
E3I11

:

A study of the equations above shows that certain combinations of terms are

constants, denoted by c12, c13, and c32,

@f 12ðx2Þ
@x2

¼ �Yo
12 ¼ � @f 21ðx1Þ

@x1
þ n13M1x1

E1I11
;
@f 13ðx3Þ
@x3

¼ �Yo
13 ¼ � @f 31ðx1Þ

@x1
;

@f 32ðx2Þ
@x2

¼ Yo
23 ¼ � @f 23ðx3Þ

@x3
�M1x3
E1I11

;

thus

f 12ðx2Þ ¼ �Yo
12x2 þ c12; f 21ðx1Þ ¼ Yo

12x1 þ
n13M1x

2
1

2E1I11
þ c21;

f 13ðx3Þ ¼ �Y13x3 þ c13; f 31ðx1Þ ¼ Yo
13x1 þ c13;

f 32ðx2Þ ¼ Yo
23x2 þ c32; f 23ðx3Þ ¼ �Yo

23x3 �
M1x

2
3

2E3I11
þ c23:

Substitution of these results into the formulas for w,

w1ðx2; x3Þ ¼ �Yo
12x2 � Yo

13x3 þ c12 þ c13;

w2ðx1; x3Þ ¼ n13M1x
2
1

2E1I11
� M1x

2
3

2E3I11
þ Yo

12x1 � Yo
23x3 þ c21 þ c23;

w3ðx1; x2Þ ¼ Yo
23x2 þ Yo

13x1 þ c13 þ c32;

and then into the results of the first integration above, the components of u are

obtained:

u1 ¼ �n13M1x2x1
E1I11

� Yo
12x2 � Yo

13x3 þ uo1;

u2 ¼ � M1

2I11

x23
E3

� n23x22
E2

þ n13x21
E1

� �
þ Yo

23x1 � Yo
23x3 þ uo2;

u3 ¼ M1x2x3
E1I11

þ Yo
23x2 þ Yo

13x1 þ uo3;

where uo1 ¼ c12 þ c13; u
o
2 ¼ c21 þ c23; u

o
3 ¼ c13 þ c32 . The vector uo represents a

superposed rigid object translation as one can see from the fact that uo are the
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constant components of u; they are the values of u at the origin. The rigid object

rotation Y may be determined from the displacement field u using (2.49), thus

Y12 ¼ Yo
12; Y13 ¼ Yo

13; Y23 ¼ M1x3
I11

1

E1

þ 1

E3

� �
þ Yo

23:

The constants Yo
12; Y

o
13; Y

o
23 therefore represent the superposed rigid object rota-

tion, the values of the rigid object rotation at the origin. If the superposed rigid object

translation and rotation are zero, then the displacement field u is given by

u1 ¼ �n13M1x2x1
E1I11

; u2 ¼ � M1

2I11

x23
E3

� n23x22
E2

þ n13x21
E1

� �
; u3 ¼ M1x2x3

E1I11
;

and the rigid object rotation Y has only one nonzero component,

Y23 ¼ M1x3
I11

1

E1

þ 1

E3

� �
;

which represents the rotation along the beam as the distance increases from the

beam end at the origin of coordinates. The total rotation between the two ends of the

bent beam of length L is then given by

YTotal end-to-end rotation
23 ¼ M1L

I11

1

E1

þ 1

E3

� �
:

Example 6.3.3
In mechanics of materials the deflection curve for a beam is considered to be the

deflection curve for the neutral axis, the neutral axis being by definition the curve

that coincides with the centroid of the cross-section at each cross-section. Using the

results of the problem considered in Examples 6.3.1 and 6.3.2, determine the

formula for the deflection curve for a beam subject to pure bending.

Solution: The displacement of the neutral axis of a beam subjected to pure bending

may be determined from the formulas for the displacement field given in Example

6.3.2 above,

u1 ¼ �n13M1x2x1
E1I11

; u2 ¼ � M1

2I11

x23
E3

� n23x22
E2

þ n13x21
E1

� �
; u3 ¼ M1x2x3

E1I11
:

The centroid of the beam’s cross-section in Examples 6.3.1 was set at the

origin of coordinates in the planar cross-section, thus, for the centroid, x1 and x2
are zero and

u1 ¼ 0; u2 ¼ � M1x
2
3

2I11E3

; u3 ¼ 0:
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The displacement u2 represents the displacement curve. In the case of isotropy,

and in the notation customary of mechanics of materials, the deflection curve is

given by

yðxÞ ¼ �Mx2

2EI
:

Example 6.3.4
This problem concerns the propagation of elastic plane waves. The problem is to

determine the wave speed of a plane wave propagating in a symmetry direction in

an orthotropic material. Two kinds of plane waves are to be considered, one in

which the oscillating displacement component varies in the direction of propagation

and the other in which it varies in a direction perpendicular to the direction of

propagation. Let the direction of propagation be the x1 direction and let the

direction perpendicular to the direction of propagation be the x2 direction. Both

the x1 and the x2 directions are directions of the symmetry axes of the orthotropic

material. The displacement that varies in the direction of its propagation is

u1 ¼ u1(x1, t) and represents an time varying longitudinal motion of axial compres-

sion or tension or some combination of the two. The displacement that varies in the

perpendicular direction is u1 ¼ u1(x2, t) and represents a time varying shearing

motion. The motion u1 ¼ u1(x1, t) is called the longitudinal (L) motion and

u1 ¼ u1(x2, t), the shear (S) motion. Neglect the action-at-a-distance force.

Solution: The differential equations governing these two motions are obtained from

the governing set of elasticity equations, the first three equations in this section.

First, from the strain–displacement relations (2.49) it follows that all the strain

components but one is zero for both the longitudinal and shearing motions and that

the nonzero components are given by

E11 ¼ @u1
@x1

for ðLÞ and E12 ¼ 1

2

@u1
@x2

for ðSÞ:

Second, using these two results in the stress–strain relations for orthotropic

materials (6.22), it follows that

T11 ¼ c11
@u1
@x1

; T22 ¼ c12
@u1
@x1

; T33 ¼ c13
@u1
@x1

; for ðLÞ and T12 ¼ c66
@u1
@x2

for ðSÞ:

Third, upon substitution of these stresses and the functional form of the two

motions, u1 ¼ u1(x1, t) and u1 ¼ u1(x2, t), in the stress equations of motion (6.18)

one obtains the differential equations

@2u1
@t2

¼ c2L
@2u1
@x21

for ðLÞ and @2u1
@t2

¼ c2S
@2u1
@x22

for ðSÞ;
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where the notations

c2L ¼ c11
r

for ðLÞ and c2S ¼
c66
r

for ðSÞ;

have been introduced. The solution of these equations is so very similar that only

the longitudinal case is considered. These are differential equations whose solutions

can be explicitly calculated. Consider the differential equation for the longitudinal

wave and let x ¼ x1 + cLt and � ¼ x1�cLt. The second derivatives that appear in

the differential equation are obtained using the chain rule, thus

@2u1
@x21

¼ @2u1

@x2
þ 2

@2u1
@x@�

þ @2u1
@�2

and
@2u1
@t2

¼ c2L
@2u1

@x2
� 2

@2u1
@x@Z

þ @2u1
@Z2

� �
:

When these expressions are substituted into the differential equation for the

longitudinal wave it reduces to

@2u1
@x@�

¼ 0;

which has the solution

u1ðx1; tÞ ¼ u1ðx; �Þ ¼ pðxÞ þ qð�Þ ¼ pðx1 þ cLtÞ þ qðx1 � cLtÞ:

The transformation x ¼ x1 þ cLt represents a translation of the coordinate

system in the +x1 direction by the amount cLt. Since this translation is proportional

to the time, a point x ¼ x1 þ cLt held constant means @x1
@t ¼ �cL, thus x ¼ constant

moves in the �x1 direction with speed cL. A solution of the form u1ðx1; tÞ ¼ pðxÞ
¼ pðx1 þ cLtÞ represents a wave traveling with velocity �cL without changing its

shape. For example u1(x1, t) ¼ sin(x1 þ cLt) represents a sine wave traveling with

velocity �cL. Similarly u1ðx1; tÞ ¼ qð�Þ ¼ qðx1 � cLtÞ represents a wave traveling
with velocity +cL without changing its shape. Thus the solution u1ðx1; tÞ ¼ u1ðx; �Þ
¼ pðxÞ þ qð�Þ ¼ pðx1 þ cLtÞ þ qðx1 � cLtÞ of the differential equation for the lon-

gitudinal wave is the sum of a wave traveling to the left with velocity �cL and one

traveling to the right with velocity +cL. Since the two waves travel in opposite

directions, the shape of u1(x1, t) will in general change with time.

The initial-boundary value problem is composed of the differential equation for

the longitudinal wave and the initial conditions u1ðx1; 0Þ ¼ f ðx1Þ and @u1
@t ðx1; 0Þ ¼

gðx1Þ for 0 < x1 < 1. These initial conditions determine the form of the functions

p and q in the solution. From the solution u1ðx1; tÞ ¼ pðx1 þ cLtÞ þ qðx1 � cLtÞ and
the chain rule it follows that

pðx1Þ þ qðx1Þ ¼ f ðx1Þ; cL @p
@x

ðx1Þ � cL
@q

@Z
ðx1Þ ¼ gðx1Þ for 0< x1 <1:
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Combining these two equations, it follows that 2cL
@p

@x ðx1Þ ¼ cL
@f
@Z ðx1Þ þ gðx1Þ

and; integration of these two equations yields

pðxÞ ¼ 1

2
f ðxÞ þ 1

2cL

Z x

0

gðzÞ dzþ constant and

qðZÞ ¼ 1

2
f ðZÞ � 1

2cL

Z Z

0

gðzÞ dz� constant

Substitution of these results for the functions p(x) and q(�) into u1ðx1; tÞ ¼ pðx1
þcLtÞ þ qðx1 � cLtÞ yields

u1ðx1; tÞ ¼ pðx1 þ cLtÞ þ qðx1 � cLtÞ
¼ 1

2
½f ðx1 þ cLtÞ þ f ðx1 � cLtÞ	

þ 1

2cL

Z x1þcLt

0

gðzÞ dz�
Z x1�cLt

0

gðzÞ dz
� �

¼ 1

2
½f ðx1 þ cLtÞ þ f ðx1 � cLtÞ	 þ 1

2cL

Z x1þcLt

x1�cLt

gðzÞ dz;

where the constant terms in this expression that are inherited from the functions p(x)
and q(�) that are zero due to the initial condition u1ðx1; 0Þ ¼ f ðx1Þ. A similar result

holds for the Swave; one has only to change the cL to cS and the subscript on x1 from
1 to 2 to obtain the S result. The difference between the two results is that the shear
or S wave is a propagating shearing motion, as opposed to a propagating compres-

sion/tension motion, and that it travels at a different wave speed. If the same results

were obtained for an isotropic elastic material, the wave speeds would be

c2L ¼ lþ 2m
r

for ðLÞ and c2S ¼
2m
r

for ðSÞ:

Problems

6.3.1. Verify that (6.21) may be determined directly from (6.20).

6.3.2. Record the form of (6.22) for transversely isotropic materials.

6.3.3. Calculate (6.24) from (6.23).

6.3.4. Record the explicit matrix form for the constitutive relation for Hooke’s

law (5.6H).

6.3.5. Record the explicit matrix form for the constitutive relation for Hooke’s

law in a homogeneous orthotropic material.

6.3.6. Record the explicit matrix form for the constitutive relation for a trans-

versely isotropic, homogeneous viscoelastic material.

6.3.7. Verify the Navier equation (6.29) for isotropic linear elasticity. Accomplish

this by substituting (2.49) into (6.24) and then place the modified (6.24) for
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the stresses in terms of the components of the displacement vector into the

equations of motion (6.18).

6.3.8. Use (6.23) and (5.34H) to determine the restrictions on the coefficients l
and m so that Ê � Ĉ � Ê>0 for all nonzero strains Ê.

6.3.9. Use the result of the previous problem and Table 6.2 to obtain restrictions

on the values of the isotropic Poisson’s ratio n.
6.3.10. Show that, in an isotropic elastic material the principal axes of stress and

strain always coincide. {Hint: Recall that the principal axes of stress (strain)

are characterized by the vanishing of the shearing stresses (shearing

strains)}.

6.3.11. Prove that the principal axes of stress and the principal axes of strain cannot

coincide in a triclinic material.

6.3.12. Under what conditions do the principal axes of stress and the principal axes

of strain not coincide for an orthotropic elastic material?

6.3.13. Verify that the conditions of compatibility in terms of strain (2.53) or (2.54)

are identities by substituting the components of (2.49) or (2.52) into (2.54).

6.3.14. The bar shown in Fig. 6.4 is made of an orthotropic material. It is fixed to a

rigid surface at x3 ¼ 0; the origin of the coordinate system is positioned at

the center of the bar where the bar is attached to the rigid surface. It is

subjected to constant stress s acting in the x3 direction along its lower

surface. The orthotropic elastic constants appear in the strain–stress

equations (6.27) and (6.28).

Assume a stress state in the bar and then calculate the strain state in the

bar. Next calculate the displacement field. If this calculation takes more

time than you have, write out the steps you would take to find the solution

and guess what the solution is for the displacement field.

6.3.15. As an extension of Example 6.3.1, show that if the beam in Fig. 6.3 is bent

about both the x1 and the x2 axes, and if is also subjected to an axial tensile

load of magnitude P, then T33 ¼ P/A þ M1x2/I11�M2x1/I22.
6.3.16. This problem is a plane stress problem, which means that the stressed

domain is a thin plate of thickness h under the action of forces applied at

the boundary and organized so that their directions all lie in the plane of the

plate. The domain is a rectangular region of length L and width d.

Fig. 6.4 See Problem 6.3.11
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With respect the coordinate system shown the displacements in the 1 and

2 directions are given by

u1 ¼ �A

2
x21x2 þ

A

3
1þ n

2

	 

x32 þ

A

2
L2 � ð1þ nÞ d

2

2

� �
x2;

u2 ¼ nA
2
x1x

2
2 þ

A

6
x31 �

AL2

2
x1 þ AL3

3
:

In the case of plane stress the strain–stress relations reduce to the following:

E11 ¼ 1

E
ðT11 � nT22Þ;E22 ¼ 1

E
ðT22 � nT11Þ;E12 ¼ ð1þ nÞ

E
T12:

(a) Calculate the strain field in the rectangular region of length L and

width d.
(b) Calculate the stress field in the rectangular region of length L and

width d.

(c) Calculate the values of the stress field at the surfaces x2 ¼ 
 d
2
of the

rectangular region of length L and width d.

(d) Calculate the stress applied on the surfaces x2 ¼ 
 d
2
of the rectangular

region of length L and width d.
(e) Calculate the stress applied on the surface x1 ¼ 0 of the rectangular

region of length L and width d.
(f) Name the equation that was employed in the two previous calculations.

6.3.17 Show that the differential equation @2u1
@t2 ¼ c2S

@2u1
@x2

2

and the initial conditions

that require that the displacement and velocity at time t ¼ 0 to be given by

u1(x2, 0) and (∂u1/∂t)(x2, 0) are identically satisfied by the solution

u1ðx2; tÞ ¼ 1

2
½u1ðx2 þ cSt; 0Þ þ u1ðx2 � cSt; 0Þ	 þ 1

2cS

Z x2þcSt

x2�cSt

@u1
@t

ðx; 0Þ dx:
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6.4 The Theory of Viscous Fluids

An overview of the theory of viscous fluids, without temperature effects, can be

obtained by considering it as a system of seventeen equations in seventeen scalar

unknowns. The seventeen scalar unknowns are the six components of the stress

tensor T, the fluid pressure p, the fluid density r, the six components of the rate-of-

deformation tensor D, and the three components of the velocity vector v. The

parameters of a viscous fluid problem are the viscosity coefficients l and m (3l þ 2m
> 0, 2m > 0) and the action-at-a-distance force d, which are assumed to be known.

The system of seventeen equations consists of a constitutive equation relating the

density r to the pressure p, r ¼ r(p) (and, in thermal-viscous problems, to the

temperature), the six equations of the Newtonian law of viscosity,

T ¼ �p1þ lðtrDÞ1þ 2mD; ð5:11NÞ repeated

the six rate-of-deformation-velocity relations,

D ¼ ð1=2Þððr � vÞT þr� vÞ; ð2:32Þ repeated

the one equation of the conservation of mass,

_rþ rðr � vÞ ¼ 0; ð3:5Þ repeated

and the three stress equations of motion,

r _v ¼ r � Tþ rd;T ¼ TT: (6.36)

This form of the stress equations of motion differs from (3.37) and (6.18) only in

notation: the acceleration is here represented by _v rather than €x or €u, respectively, a
result that follows from (2.20) and (2.24). The system of seventeen equations in

seventeen scalar unknowns may be reduced to a system of four equations in four

scalar unknowns, the pressure p and the three components of the velocity v, by

accomplishing the following algebraic steps: (1) substitute the rate-of-deformation-

velocity (2.32) into the stress–strain relations (5.11N), then (2) substitute the

resulting expression relating the stress to the first derivatives of the velocity into

the three stress equations of motion (6.36). The result is a system of three equations

in three scalar unknowns, the three components of the velocity vector v:

r _v ¼ �rpþ ðlþ mÞrðr � vÞ þ mr2vþ rd: (6.37)

This is the Navier–Stokes equation for viscous fluid flow. Substituting the

barotropic relation r ¼ r(p) into the conservation of mass (3.5) yields the fourth

equation in the set of four equations for the four unknowns, p and the components of v,
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@r
@p

_pþ rðpÞðr � vÞ ¼ 0: (6.38)

This system of equations will become more complicated if thermal effects are

considered. They may also be simplified in different ways. An easy simplification is

to assume that the viscosity of the fluid is small and can be neglected (that is to say

the fluid is assumed to be inviscid), then l and m are set equal to zero, (6.37) becomes

r _v ¼ �rpþ rd; (6.39)

and (6.38) is unchanged. The system of equations (6.37) and (6.38) may also be

simplified using the assumption of incompressibility of the fluid. An incompressible

material is one which is not permitted to have changes in its volume, trD ¼ r�v
¼ 0. If the volume cannot change, the density r of the fluid cannot change. It follows
that the barotropic relationship r ¼ r(p) is not appropriate and the pressure is no

longer determined by the density. The pressure field p in an incompressible material

is a Lagrange multiplier (see Example 6.4.1) that serves the function of maintaining

the incompressibility constraint, r�v ¼ 0. Because the volume of the fluid cannot

change, p does no work on the fluid; it is a function of x and t, p(x, t), to be

determined by the solution of the system of differential equations and boundary/

initial conditions. The reduced Navier–Stokes equation for viscous fluid flow and

incompressibility constraint now becomes a system of four equations

r _v ¼ �rpþ mr2vþ rd;r � v ¼ 0 (6.40)

for the four unknown fields, the three components of v(x, t) and p(x, t). The typical
boundary condition applied in viscous fluid theory is the “no slip” condition. This

condition requires that a viscous fluid at a solid surface must stick to the surface and

have no velocity, v(x*, t) ¼ 0 for x* 2 ∂Os, where ∂Os stands for the solid

boundary of the fluid domain.

Example 6.4.1 Pressure as a Lagrange Multiplier in Incompressible Fluids
The constraint of incompressibility is imposed using a Lagrange multiplier. In order

to describe what this means and how it is accomplished, Lagrange’s method of

calculating extrema in problems in which there is a constraint summarized briefly.

Lagrange’s method is for the solution of a type of problem inwhich onemust find the

extremal values of a function f(x, y, z) subject to the constraint g(x, y, z) ¼ c. The
solution to the problem is obtained by forming the function q(x, y, z) ¼ f(x, y, z) þ
Lg(x, y, z) whereL is a constant, called the Lagrangemultiplier, whose value is to be

determined. Treating x, y, and z as independent variables four independent

conditions ∂q/∂x ¼ 0, ∂q/∂y ¼ 0, ∂q/∂z ¼ 0, and g(x, y, z) ¼ c are available to

find the four unknowns, x, y, z, and L. As an example of the application of

Lagrange’s method, consider the problem of finding the maximum or minimum

distance from the point (a, b, c) to a point on the surface of the unit sphere, x2 þ y2

þ z2 ¼ 1. The function that is to be extremized is the square of the distance between
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(x, y, z) and (a, b, c), f(x, y, z) ¼ (x�a)2 þ (y�b)2 þ (z�c)2. This function is to be

extremized subject to the constraint that (x, y, z) be a point on the surface of the unit
sphere, x2 þ y2 þ z2 ¼ 1, thus q(x, y, z) ¼ (x�a)2 þ (y�b)2 þ (z�c)2 þ L(x2 þ
y2 þ z2�1). Setting the derivatives of q(x, y, z) with respect to x, y, and z equal
to zero it follows that x ¼ a/(L þ 1), y ¼ b/(L þ 1), z ¼ c/(L þ 1). From the

constraint condition x2 þ y2 þ z2 ¼ 1, it follows thatL þ 1 ¼ 
√(a2 þ b2 þ c2).
In the special case when (a, b, c) ¼ (2, 0, 0), (L þ 1) ¼ 
2, and (x, y, z) ¼ (1, 0, 0)

or (x, y, z) ¼ (�1, 0, 0); thus the point on the unit sphere closest to (2, 0, 0) is (1, 0, 0)

and the point on the unit sphere furthest from (2, 0, 0) is (�1, 0, 0).

With this background the problem is to employ Lagrange’s method to mini-

mize the dissipation due to the rate of volume change, as opposed to the dissipa-

tion due to the shearing motion, in a viscous fluid. From equation (5.23N) the

stress power or dissipation is given by T :D ¼ �p(trD) + (3l þ 2~m3)(trD)2 þ
2mtr(devD)2. The constraint condition is that trD ¼ 0. The problem is to show

that when this constraint is imposed, the pressure becomes a constant Lagrange

multiplier.

Solution: In this case q(trD) ¼ �p(trD) þ ((3l þ 2m)/3)(trD)2 þ 2mtr(devD)2 þ
L(trD); thus from ∂q/∂(trD) ¼ (L�p) þ (2(3l þ 2m)/3)(trD) ¼ 0, ∂tr(devD)2/
∂(trD) ¼ 0, and the constraint condition trD ¼ 0, it follows that L ¼ p.

In a paper of 1883 Sir Osborne Reynolds showed that the transition between

laminar flow governed by the Newtonian law of viscosity, and the form of the

Navier–Stokes equations considered here, and the chaotic flow called turbulence

depended upon a dimensionless number that is now called the Reynolds number.

The Reynolds number R is equal to rVd/m where r and m are the density and

viscosity of the fluid, respectively, and V and d are a representative velocity and a

representative length of the problem under consideration, respectively. Only lami-

nar flows of viscous fluids are considered in this book, hence there is always a

certain value of a Reynolds number for which the solution no longer describes the

physical situation accurately.

Example 6.4.2 Couette Flow
Consider an incompressible viscous fluid of viscosity m in the domain between two

infinite flat solid plates at x2 ¼ 
h/2. Action-at-a-distance forces are not present

and the plate at x2 ¼ h/2 is moving at constant velocity V in the positive x1
direction. There is no pressure gradient. Determine the velocity distribution and

the stress that must be applied to the top plate to maintain its motion.

Solution: Assume that the only nonzero velocity component is in the x1 direction
and that it depends only upon the x2 coordinate, v1 ¼ v1(x2). This velocity field

automatically satisfies the incompressibility condition, r�v ¼ 0, and the reduced

Navier-Stokes equations are

@n1
@x22

¼ 0 and rp ¼ 0:
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The solution to the first of these differential equations, which is in fact an

ordinary differential equation, is given by v1(x2) ¼ c1x2 þ c2. The no-slip bound-

ary conditions are that v1(�h/2) ¼ 0 and v1(h/2) ¼ V, thus c1 ¼ V/h and c2 ¼ V/2,
thus v1(x2) ¼ (V/h)(x2 þ h/2). The solution to the second of these differential

equations is that p is a constant. The stress at the top plate is given by the T12
component of (5.11N),

T12 ¼ m
@n1
@x2

¼ mV
h

:

Example 6.4.3 Plane Poiseuille Flow
Consider an incompressible viscous fluid of viscosity m in the domain between two

infinite flat solid plates at x2 ¼ 
h/2. Action-at-a-distance forces are not present

and the plates are not moving. The flow is steady and there is a constant pressure

drop in the x1 direction given by ∂p/∂x1. Determine the velocity distribution.

Solution: As in the previous example, assume that the only nonzero velocity

component is in the x1 direction and that it depends only upon the x2 coordinate,
v1 ¼ v1(x2). This velocity field automatically satisfies the incompressibility condi-

tion, r�v ¼ 0, and the reduced Navier-Stokes equation is

m
@2n1
@x22

¼ @p

@x1
:

The solution to this differential equation, which is again an ordinary differential

equation, is given by

n1 ¼ 1

2m
@p

@x1
x22 þ c3x2 þ c4:

Theboundary conditions are that v1(
h/2) ¼ 0, thus c3 ¼ 0 andc4 ¼ � 1
2m

@p
@x1

h
2

� �2
,

and it follows that the velocity profile is parabolic in shape,

n1 ¼ 1

2m
� @p

@x1

� �
h

2

� �2

� x22

( )
;

which is written with a minus sign in front of the pressure gradient to emphasize

that the pressure gradient is negative in the direction of flow or, equivalently, the

pressure is dropping in the direction of flow. The volume flow rate per unit lengthQ
is given by

Q ¼
Z h=2

�h=2

n1 dx2 ¼ 1

2m
� @p

@x1

� �Z h=2

�h=2

h

2

� �2
� x22

( )
dx2 ¼ � @p

@x1

� �
h3

12m
:
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In the case of pipe flow under a steady pressure gradient the differential equation

corresponding to m @2v1
@x2

2

¼ @p
@x1

is, in cylindrical coordinates r and z (see Sect. A.14), is

given by m
r

@
@r r @vz

@r

� � ¼ @p
@z where the pressure gradient is assumed to be a constant. The

solution to this equation in cylindrical coordinates subject to the “no slip” boundary

condition at the pipe wall is a similar parabolic profile to the one obtained above

nz ¼ � @p

@z

� �
r2o
4m

1� r2

r2o

� �
;

where ro is the radius of the pipe and r and z are two of the three cylindrical

coordinates. The volume flow rate is given by

Q ¼ 2p
Z ro

0

rnz dr ¼ npr2o ¼ � @p

@z

� �
pr4o
8m

;

where n is the mean velocity.

Historical Note: The solution to the Navier–Stokes equations for steady flow in a pipe is
called Poiseuille flow after Jean-Louis-Marie Poiseuille (1799–1869), a Parisian physician
and physiologist interested in the flow of blood. Poiseuille received his medical degree in
1828 and established his practice in Paris. He developed an improved method for measur-
ing blood pressure. He also is believed to be the first to have used the mercury manometer
to measure blood pressure. In the 1840s Poiseuille experimentally determined the basic
properties of steady laminar pipe flow using water as a substitute for blood. The formula for
Q above is rewritten below with the negative pressure gradient expressed as the change in
pressure Dp along the entire length of pipe divided by the pipe length L, thus

Q ¼ npr2o ¼
Dppr4o
8mL

:

This formula had not been derived when Poiseuille did his very careful experimental
work, which demonstrated its principal features using capillary tubes of glass (models of
the blood capillary vessels). Poiseuille showed the volume flow rate Q was proportional to
the pressure drop along the pipe Dp, to the fourth power of the radius ro of the pipe and
inversely proportional to the length of the pipe, L. In honor of Poiseuille the unit of viscosity
is call the poise. The poise has the symbol P and it is equal to one (dyne-second)/
(centimeter)2 or 0.1 Pa�s.

Problems

6.4.1. Verify the calculation of the Navier–Stokes equations (6.37) by (1)

substituting the rate-of-deformation-velocity (2.32) into the stress–strain

relations (5.11N), then (2) substituting the resulting expression relating the

stress to the first derivatives of the velocity into the three stress equations of

motion (6.36).

6.4.2. Find the constant c in @trD2

@trD ¼ @DijDji

@Dkk
¼ c trD

6.4.3. Prove
@trðdevDÞ2

@trD ¼ 0.

6.4.4. Determine the shear stress acting on the lower plate in example 6.4.2.

158 6 Four Linear Continuum Theories



6.4.5. Determine a formula for the stress exerted upon the upper plate during

plane Poiseuille flow (example 6.4.3).

6.4.6. Determine the volume flux per unit length in the direction of flow in

example 6.4.3

6.4.7. Consider a viscous fluid layer between two parallel flat plates. A reference

coordinate system with x1 in the plane of the plates and x2 as the direction

perpendicular to the plane of the plates is to be employed. Relative to this

coordinate system the plates are located at x2 ¼ 
h/2. For Couette flow the

velocity distribution is v1 ¼ (V/h)(x2 þ h/2) and for plane Poiseuille flow

the velocity distribution is

v1 ¼ 1

2m
� @p

@x1

� �
h

2

� �2

� x22

( )
:

(a) Determine formulas for the shear stress in the fluid for Couette flow and

for Poiseuille flow.

(b) Plot the shear stress in the fluid as a function of x2 for Couette flow. In
this case let the units of shear stress on the graph be multiples of mV/h.

(c) Plot the shear stress in the fluid as a function of x2 for Poiseuille flow. In

this case let the units of shear stress on the graph be multiples of � h
2

@p
@x1

.

6.4.8 The figure below shows a slope making an angle of theta with the horizontal

and a layer of viscous fluid of thickness h flowing down the sloping plane.

The velocity field is given by

v2 ¼ rg sin y
2m

ð2hx3 � x23Þ:

The coordinate direction x3 is parallel to the sloping plane and points down
slope and the coordinate direction x2 is perpendicular to the sloping plane.

(a) Determine the rate-of-strain tensor for this flow.

(b) Is this flow volume increasing or decreasing?

(c) What is the stress field in this flow?
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(d) What is the stress on the surface x3 ¼ h? Please describe these stresses

in prose.

(e) What is the stress on the surface x3 ¼ 0? Please describe these stresses in

prose.

(f) In the portion of the figure containing the words “Shear stress” there is a

line drawn across the flow domain. Please sketch in the shear stress

distribution across the flow field using this line as the zero shear

stress reference.

(g) In the portion of the figure containing the word “Velocity” there is a line

drawn across the flow domain. Please sketch in the velocity distribution

across the flow field using this line as the zero velocity reference.

6.5 The Theory of Viscoelastic Materials

An algebraic overview of the theory of linear viscoelastic materials can be obtained

by considering it as a system of fifteen equations in fifteen unknown functions of time.

The fifteen unknown functions of time are the six components of the stress tensor T,

the six components of the strain tensor E, and the three components of the displace-

ment vector u. The parameter functions of a viscoelasticity problem are the tensor of

viscoelastic coefficients ĜðsÞ, call the tensor of relaxation functions, the density r(s)
and the action-at-a-distance force d(s), which are assumed to be known. The system

of fifteen equations consists of viscoelastic stress–strain relations,

T̂ðx; tÞ ¼
Z s¼t

s¼�1
Ĝðt� sÞ � D̂ðx; sÞ ds

¼
Z s¼t

s¼�1
Ĝðt� sÞ � DÊ

Ds
ðx; sÞ ds;

ð5:36VÞ repeated

the six strain–displacement relations,

E ¼ ð1=2Þððr � uÞT þr� uÞ; ð2:49Þ repeated

and the three stress equations of motion,

r€u ¼ r � Tþ rd;T ¼ TT; ð6:18Þ repeated

Interchanging the roles of stress and strain the current strain is expressed as a

function of the past history of stress by

Êðx; tÞ ¼
Z s¼t

s¼�1
Ĵðt� sÞ � DT̂

Ds
ðx; sÞ ds; (6.41)

where ĴðsÞis called the tensor of creep function.
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The physical significance of the creep and relaxation functions, ĴðsÞand ĜðsÞ, are
best illustrated by one-dimensional examples; uniaxial one-dimensional examples

will be used here. A uniaxial tension specimen of homogeneous material is

subjected to step increase in stress T̂1 ¼ TohðtÞ, where h(t) is the unit step function,
h(t) ¼ 0 for t < 0 and h(t) ¼ 1 for t > 0. The loading function T̂1 ¼ TohðtÞ is

plotted in the top panel of Fig. 6.5. The creep function Ĵ11ðsÞis the uniaxial strain-
vs.-time response of the uniaxially stressed specimen to the step increase in stress,

T̂1 ¼ TohðtÞ. The function Ĵ11ðsÞis illustrated in the lower panel of Fig. 6.5. The

strain response is given by Ê1 ¼ To Ĵ11ðsÞ. The creep function defined and measured

in this way may be used to predict the creep response to a more complicated stress

history. Suppose, for example, the stress history is a long series of step jumps rather

than just one step jump (Fig. 6.5). The creep strain response to this new stress

history may be built up by repeated application of the basic result Ê1 ¼ ToĴ11ðsÞ to
each step, and subsequent summation of strains associated with each step,

Ê1ðtÞ ¼ Ĵ11ðtÞDT̂1ð0Þ þ Ĵ11ðt� t1ÞDT̂1ðt1Þ þ � � � þ Ĵ11ðt� tnÞDT̂1ðtnÞ þ � � � :
(6.42)

The multiple step plot of Fig. 6.6 is familiar from the introductory presentations

to the process of integration in which a horizontal axis is divided into segments and

the curve is approximated by different level steps drawn horizontally for each

segment so that the curve is approximated by the series of various sized steps.

It follows that any curve representing a stress history could be approximated

arbitrarily closely by a set of various sized steps like those illustrated in Fig. 6.6

and represented analytically by an equation of the type (6.42). In preparation for a

passage to the limit of the type used in the integral calculus, (6.42) is rewritten as

Fig. 6.5 The creep function

J(t). The creep function is the

strain response to a step input

of stress at t ¼ 0
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Ê1ðtÞ ¼
Xn
i¼1

Ĵ11ðt� tiÞDT̂1ðtiÞ: (6.43)

In the passage to the limit the series of times ti, i ¼ 1, . . ., n will be replaced by

the continuous parameter s, and the step in the stress by DT̂1ðtiÞ by dT̂1

ds ds, thus

Ê1ðtÞ ¼
Z t

0

Ĵ11ðt� tiÞ dT̂1

ds
ds: (6.44)

Finally, going back to the beginning of this development there was nothing

special about applying the loading at t ¼ 0; it could have been started at any time,

thus we set it back to the beginning of time,

Ê1ðtÞ ¼
Z s¼t

s¼�1
Ĵ11ðt� sÞ dT̂1

ds
ds: (6.45)

It is now clear that (6.45) is a special case of (6.41). The physical significance of

the creep function Ĵ11ðsÞ is the following: it is the uniaxial normal strain Ê1 ðtÞ vs.
time response of a specimen subjected to a step increase in the normal stress in the

same direction, T̂1 ¼ TohðtÞ.
The physical significance of the relaxation function Ĝ11ðsÞ can be developed in a

similar manner by reversing the roles of stress and strain used in the case of the

creep function. A uniaxial tension specimen of homogeneous material is subjected

to a step increase in strain, Ê1 ¼ EohðtÞ. The strain loading function Ê1 ¼ EohðtÞ is
plotted in the top panel of Fig. 6.7. The relaxation function Ĝ11ðsÞis the uniaxial

stress vs. time response of the uniaxially strained specimen to the step increase in

strain, Ê1 ¼ EohðtÞ. The function Ĝ11ðsÞ is illustrated in the lower panel of Fig. 6.7.
The stress response is given by T̂1 ¼ Ĝ11ðtÞÊo. The relaxation function defined and

measured in this way may be used to predict the relaxation response to a more

complicated strain history as described above for the creep function. Following

completely analogous steps one finds that

Fig. 6.6 A plot of stress

increments applied at specific

time increments
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T̂1ðtÞ ¼
Z s¼t

s¼�1
Ĝ11ðt� sÞ dÊ1

ds
ds: (6.46)

The result (6.46) is a special case of (5.36V). The physical significance of the

relaxation function Ĝ11ðsÞ is the following: it is the uniaxial normal stress T̂1ðtÞ vs.
time response of a specimen subjected to a step increase in the normal strain in the

same direction, Ê1 ¼ EohðtÞ.
The creep and relaxation functions, ĴðsÞ and ĜðsÞ, are hypothesized to have a

property called fading memory. The fading memory hypothesis for ĴðsÞðĜðsÞÞ is

that the strain (stress) depends more strongly upon the recent history than it does

upon the distant history of the value of stress (strain). Mathematically this is the

requirement that the functions ĴðsÞ and ĜðsÞ are continuously decreasing functions

of the backward running time parameter s. This then decreases the influence of the

more distant events. For each component of the viscoelastic strain–stress relations

to possess this fading memory behavior, it is sufficient that the magnitude of the

slope of each component of the creep function tensor be a continuously decreasing

function of time, thus

DĴijðsÞ
Ds



s¼s1

<
DĴijðsÞ
Ds



s¼s2

for all i; j ¼ 1; 2; . . . 6; and for s1>s2>0: (6.47)

For each component of the viscoelastic stress–strain relations a similar fading

memory hypothesis holds, thus

Fig. 6.7 The relaxation

function G(t). The relaxation
function is the stress

response to a step input of

strain at t ¼ 0
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DĜijðsÞ
Ds



s¼s1

<
DĜijðsÞ
Ds



s¼s2

for all i; j ¼ 1; 2; . . . 6; and for s1>s2>0: (6.48)

The isotropic form of the viscoelastic stress–strain relations (5.36V) is obtained by

using the representation for the isotropic form of ĜðsÞ obtained from Table 5.4, thus

ĜðsÞ ¼

Ĝ11ðsÞ Ĝ12ðsÞ Ĝ12ðsÞ 0 0 0

Ĝ12ðsÞ Ĝ11ðsÞ Ĝ12ðsÞ 0 0 0

Ĝ12ðsÞ Ĝ12ðsÞ Ĝ11ðsÞ 0 0 0

0 0 0 Ĝ11ðsÞ � Ĝ12ðsÞ 0 0

0 0 0 0 Ĝ11ðsÞ � Ĝ12ðsÞ 0

0 0 0 0 0 Ĝ11ðsÞ � Ĝ12ðsÞ

2
6666664

3
7777775

This six-dimensional representation is converted to the three-dimensional repre-

sentation by employing the relations in Table 6.1 and introducing the following new

notation for the two distinct elements of this 6-by-6 matrix, thus

Ĝ11ðsÞ ¼ ktrðsÞ þ 2GdevðsÞ
3

; Ĝ12ðsÞ ¼ ktrðsÞ � GdevðsÞ
3

: (6.49)

The isotropic form of the viscoelastic stress–strain relations (5.36V) may then be

rewritten in three dimensions as

trTðx; tÞ ¼
Z s¼t

s¼�1
ktrðt� sÞ D

Ds
ftrEðx; sÞg ds (6.50)

and

devTðx; tÞ ¼
Z s¼t

s¼�1
Gdevðt� sÞ D

Ds
fdevEðx; sÞg ds; (6.51)

where ktr(s) and Gdev(s) represent independent relaxation functions. In a similar set

of arguments it may be shown that the isotropic form of the viscoelastic

strain–stress relations (6.41) may be expressed in terms of two isotropic creep

functions, jtr(s) and Jdev(s), thus

trEðx; tÞ ¼
Z s¼t

s¼�1
jtrðt� sÞ D

Ds
ftrTðx; sÞg ds (6.52)

and

devEðx; tÞ ¼
Z s¼t

s¼�1
Jdevðt� sÞ D

Ds
fdevTðx; sÞg ds: (6.53)

Viscoelastic materials have properties characteristic of both fluids and solids and

it is sometimes important to distinguish between viscoelastic fluids and viscoelastic
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solids. One aspect of fluid behavior is that a fluid is always isotropic while a solid

may be anisotropic. A second characteristic of a fluid, a characteristic that aids in

distinguishing isotropic viscoelastic solids from isotropic viscoelastic fluids, is the

asymptotic value of Gdev(t) as t tends to infinity. A necessary and sufficient

condition that an isotropic viscoelastic material be a solid is that Gdev(t) tends to
a nonzero constant as t tends to infinity. A necessary, but not sufficient condition,

that an isotropic viscoelastic material be a fluid is thatGdev(t) tends to zero as t tends
to infinity. It is convenient to define

Go
dev � lim

t!1 GdevðtÞ; (6.54)

then

GdevðtÞ � Go
dev þ G1

devðtÞ; (6.55)

where

lim
t!1 Go

devðtÞ ¼ 0: (6.56)

Thus if Go
dev 6¼ 0, the material is a viscoelastic solid and if Go

dev ¼ 0, it may be a

fluid.

Viscoelastic materials differ from the other materials considered in this chapter

because their material properties are determined by material functions rather than

material constants. The material functions are functions of time, or of time trans-

formed, that is to say frequency. Viscoelastic materials are probed with various

dynamical test systems in order to evaluate the forms of the material functions, their

peaks and valleys. Different dynamical test systems are effective for determining the

material functions for different frequency ranges, Fig. 6.8. Both free and resonant

Fig. 6.8 Frequency ranges that are most effective for the various types of dynamical mechanical

tests. From Lockett (1972), Fig. 4 on page 50
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vibrations and pulse and harmonic wave propagation techniques have the ranges of

effectiveness indicated in Fig. 6.8. One of the easiest probing tests for a viscoelastic

material is to subject the material to forced steady state oscillations. This testing

method is effective over a wide range of frequencies, Fig. 6.8.

In the special case of forced steady state oscillations, special forms of the

stress–strain relations emerge. As an example we consider the case of the deviatoric

part of the isotropic stress–strain relations (6.51). It is assumed that the material is

subjected to a forced deviatoric strain specified as a harmonic function of time,

devEðtÞ ¼ fdevEogeiot ¼ fdevEogfcosotþ isinotg: (6.57)

Upon substitution of the strain (6.57) into the viscoelastic stress–strain relation

(6.51), along with the decomposition of Gdev(t) given by (6.55), it follows that

devTðx; tÞ ¼ Go
dev devEoe

its þ iodevEo

Z s¼t

s¼�1
G1

devðt� sÞeiosds: (6.58)

Now, making a change of variable, t�s ¼ �,

devTðx; tÞ¼ Go
devþo

Z 1

0

sin oZG1
devðZÞdZþ io

Z 1

0

cos oZG1
devðZÞdZ

� �
devEoe

iot;

(6.59)

or

devTðx; tÞ ¼ G�
devðioÞdevEoe

iot; (6.60)

where

G�
devðioÞ ¼ G

0
devðoÞ þ iG00

devðoÞ; (6.61)

and

G
0
devðoÞ ¼ Go

dev þ o
Z 1

0

sin oZG1
devðZÞ dZ;G00

devðoÞ ¼ o
Z 1

0

cos oZG1
devðZÞ dZ:

(6.62)

The functions G
0
devðoÞ and G00

devðoÞ are called the storage and loss moduli,

respectively. The formulas (6.62) show that the real and complex parts of the

complex modulus G�
devðioÞ , the only material function in the specialized steady-

state oscillatory viscoelastic stress–strain relation (6.60), are determined by the

relaxation function,Gdev(t). The stress–strain relations (6.60) may also be written as

devTðx; tÞ ¼ jG�
devðioÞjdevEoe

iðotþjdevÞ; (6.63)
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where the phase angle ’devðoÞ is given by

’devðoÞ ¼ tan�1 G00
devðoÞ

G
0
devðoÞ

� �
: (6.64)

The quantity tan ’devðoÞ is called the loss tangent. The steady-state harmonic

strain lags behind the stress by the phase angle’devðoÞ. Typical plots of the storage
and loss moduli,G

0
devðoÞ andG00

devðoÞ, respectively as a function of o are shown in

Fig. 6.9. However these curves for real material seldom look exactly like these

examples.

Example 6.5.1
An isotropic viscoelastic material is subjected to a step loading in shear strain E12.

The magnitude of the step loading is Eo. The unit step function h(t) is used to

represent the step loading, E12 ¼ Eoh(t). Recall that h(t) is a function that is defined
as 0 for t < 0 and as 1 for t > 0. The derivative of the unit step function is the delta

function d(t), (d/dt)(h(t)) ¼ d(t), where the delta function has the property that

f ðt�Þ ¼
Z 1

�1
dðt� t�Þf ðtÞ dt:

Determine the stress response to the strain loading E12 ¼ Eoh(t).

Solution: Substitution of strain loading E12 ¼ Eoh(t) into the appropriate

stress–strain relation (6.51) yields the following simple formula,

T12 ¼
Z s¼t

s¼�1
Gdevðt� sÞEodðsÞ ds ¼ GdevðtÞEo:

Fig. 6.9 The complex modulus G*(io). The vertical scale represents both the real and imaginary

parts ofG*(io) which have the dimensions of one upon stress. The horizontal scale is the log of the

frequency, log o. The monotonically increasing curve represents G0(o), the real part of G*(io),
and the curve with a peak represents G00(o), the imaginary part of G*(io).
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It follows then that the relaxation function is just the value of the resulting stress

divided by Eo,

GdevðtÞ ¼ ð1=EoÞT12:

This result can then be used as the basis of an experiment to determine the

relaxation function Gdev(t). Typical relaxation functions are of the form of decaying

functions of time like that shown in Fig. 6.10. The decaying with time is consistent

with the hypothesis of fading memory.

Example 6.5.2
The Maxwell model is a lumped viscoelastic model (see section 1.8) that is a

combination of a spring and a dashpot in series (Fig. 1.9a). When a force applied to

a Maxwell model is changed from zero to a finite value at an instant of time and held

constant thereafter, there is an instantaneous initial elastic extension and then there is

a continued deformation forever as the damper in the dashpot is drawn through the

dashpot cylinder. Thus aMaxwell model exhibits the characteristics of a fluid with an

initial elastic response. In this model, in general, the deflection represents the strain

and the force represents the stress. In this particular illustration the deflection

represents the shearing strain and the force represents the shearing stress. The

differential equation for a Maxwell model is formed by adding together the rate of

strain of the spring, obtained by differentiating Hooke’s law in isotropic shear,

E12 ¼ (1/Go)T12, with respect to time, (d/dt)E12 ¼ (1/Go)(d/dt)T12, and the dashpot
(d/dt)E12 ¼ (1/trGo)T12 where trGo represents the viscosity of the dashpot, thus

dE12

dt
¼ 1

trGo

T12 þ 1

Go

dT12

dt
:

The problem is to determine the response of the Maxwell model to a step loading

in shearing strain E12. The magnitude of the step loading is Eo. This example is

formally similar to the previous example, the only change being in the model. The

solution of the problem requires the solution of a first-order ordinary differential

Fig. 6.10 Four typical

relaxation functions G(t). The
vertical scale is the relaxation

function G(t) that has the
dimensions of stress. The

horizontal scale is time
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equation subject to the case when the strain history is given by E12 ¼ Eoh(t) and no
other loading is applied to the model. Determine the stress response to this strain

history loading.

Solution: The general solution to the first-order ordinary differential equation

dy

dt
þ f ðtÞy� gðtÞ

is (see Sect. A.17)

yðtÞ ¼ e�F cþ
Z t

to

gðsÞeFds
� �

;whereFðtÞ ¼
Z t

to

f ðsÞ ds;

and where c is a constant of integration. In the differential equation of interest

y(t) ¼ T12(t), F(t) ¼ (t/tr), g(s) ¼ (d/dt)E12 ¼ (d/dt)(Eoh(s)) and, due to the initial

condition c ¼ 0, thus

T12ðyÞ ¼ e�t=tr

Z t

0

GoEo

dhðsÞ
ds

es=tr ds

� �
¼ e�t=tr

Z t

0

GoEodðsÞes=tr ds

� �

¼ GoEohðtÞe�t=tr :

The special form of the relaxation function for the Maxwell model may then be

identified as

GdevðtÞ ¼ ð1=EoÞT12 ¼ GohðtÞe�t=tr :

Problems

6.5.1 Derive (6.50) and (6.51) from (5.36V).

6.5.2 Derive (6.52) and (6.53) from (6.41).

6.5.3 Determine the strain response to this stress loading for an isotropic viscoelas-

tic material subjected to a step loading in shear stress T12. The magnitude of

the step loading is To. This problem is formally similar to the Example 6.5.1,

the only change being that the step loading is now in shear stress rather than

shear strain. The step loading is represented by T12 ¼ Toh(t). Show that the

creep function is just the value of the resulting strain divided by To. Note that
typical creep functions are of the form of increasing functions of time like

that shown in Fig. 6.11.

6.5.4 The Voigt model is a lumped viscoelastic model that is a combination of a

spring and a dashpot in parallel (Fig. 1.10b). When a force applied to a Voigt

model is changed from zero to a finite value at an instant of time and then held

constant thereafter, extension occurs only after the dashpot begins to move.

Thus the Voigt model is initially rigid; then it begins to creep asymptotically

under the constant applied load to a rest value. In parallel models like the
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Voigt model, the transverse or horizontal bars or connecting elements are

required not to rotate, so the two parallel elements are constrained to always

have the same extension in both elements at any instant of time. In these spring

and dashpot models, in general, the deflection represents the strain and the

force represents the stress. In this particular illustration the deflection

represents the shearing strain and the force the shearing stress. The differential

equation for a Voigt model is formed by adding together the stress in the two

parallel branches, T12 ¼ (1/Jo)E12 for the spring and, T12 ¼ (tr/Jo)(d/dt)(E12)

for the dashpot, thus

dE12

dt
¼ 1

trGo

T12 þ 1

Go

dT12

dt
:

The problem is to determine the response of the Voigt model to a step loading

in shearing stress T12. The magnitude of the step loading is To. This problem is

formally similar to the Example 6.5.2, the only change being in themodel. The

solution of the problem requires the solution of a first order ordinary differen-

tial equation subject to the case when the stress history is given by T12 ¼ Toh
(t) and no other loading is applied to the model. Determine the stress response

to this strain history loading and show that, for this model, the creep function is

given by JðtÞ ¼ ð1=ToÞE12 ¼ JohðtÞ 1� e�t=tc
� �

. Typical creep functions are

shown in Fig. 6.11.

6.5.5 A three-parameter viscoelastic model is shown in the Fig. 6.12. The model

consists of two branches, the lower branch with a spring and the upper branch

Fig. 6.11 Four typical creep

functions J(t). The vertical
scale is the creep function J(t)
that has the dimensions of one

upon stress. The horizontal

scale is time

k

kD
η

F

Fig. 6.12 A three-parameter

viscoelastic model
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with a spring and a dashpot. These two branches are connected by two

transverse elements that are indicated by vertical lines. The rules for

formulating the overall force-deformation (F�d) relation for these spring

and dashpot models are: (1) the transverse elements that connect the two

branches remain parallel as the system is deformed; (2) the springs follow the

rule that F ¼ kd, and the dashpots follow the rule that F ¼ �(dd/dt). Let FL

and FU denote the forces in the upper and lower branches, respectively, dD the

deflection of the dashpot and dS the deflection of the spring in series with

the dashpot. Construct the overall force-deformation (F�d) relation for this

spring and dashpot model. List each step of your argument and explain

its rationale.

6.6 Relevant Literature

This chapter presents brief descriptions of four theories of material behavior.

There are many volumes written on each of these theories and there are entire

periodicals devoted to publishing recent results in each of these theories.

The purpose of this section is to mention some of the general literature associated

with each of these four theories, particularly that was drawn upon in the writing of

this chapter.

In heat conduction there are the texts of Carslaw and Jaeger (1959), Ozisik

(1980) and Jiji (2000). The thermoelasticity book of Boley and Weiner (1960) also

contains much related material. The journals include the ASME Journal of Heat
Transfer and the International Journal of Heat and Mass Transfer.

Flow through porous media is addressed in books by Bear (1972), Carman

(1956), Scheidegger (1960) and others. Several of the books on poroelasticity

mentioned in Chap. 8 contain much related material. The related journals

include Transport in Porous Media, Water Resources Research, and the Journal
of Hydrology.

The theory of elastic solids is described in the classical text of Love (1927), in

Timoshenko and Goodier (1951), Sokolnikoff (1956), Saada (1974) and in

Gurtin (1972). Anisotropic elasticity is the subject of books by Hearmon

(1961), Lekhnitskii (1963), and Fedorov (1968). Current publications on

elasticity theory may be found in the Journal of Elasticity and in many related

journals such as the International Journal of Solids and Structures, the Journal
of the Mechanics and Physics of Solids, and the ASME Journal of Applied
Mechanics.

The theories associated with fluid behavior are described in the classical books

of Lamb (1932), Prandtl and Tietjens (1934a, b), and Schlichting (1960); Langois

(1964) is an introduction to slow viscous flow. The current widely used text

is Batchleor (2000). There are many journals specializing in fluid mechanics;

the most broad and most successful is the Journal of Fluid Mechanics.
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The books that deal with viscoelasticity theory include Christensen (1971),

Lakes (1999), Lockett (1972), Pipkin (1972), and the contemporary work of

Wineman and Rajagopal (2000). Journals in this area include Rheologica Acta,
Journal of Rheology and Biorheology.
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Chapter 7

Modeling Material Microstructure

Continuum mechanics deals with idealized materials consisting of material points

and material neighborhoods. It assumes that the material distribution, the stresses,

and the strains within an infinitesimal material neighborhood of a typical particle

(or a material element) can be regarded as essentially uniform. On the microscale,

however, the infinitesimal material neighborhood, in general, is not uniform,

consisting of various constituents with differing properties and shapes, i.e., an

infinitesimal material element has its own complex and, in general, evolving micro-

structure. Hence, the stress and strain fields within the material element likewise are

not uniform at themicroscale level. One of themain objectives ofmicromechanics is

to express in a systematic and rigorous manner the continuum quantities associated

with an infinitesimal material neighborhood in terms of the parameters that charac-

terize the microstructure and properties of the microconstituents of the material

neighborhood. From Nemat Nasser and Hori (1999), page 11

7.1 Introduction

The heterogeneity of materials is obvious at all levels of their hierarchical structure,

including the smallest level. At the smallest level there are spaces between the

atoms or molecules that constitute holes in the material making the material

discontinuous. One purpose of this chapter is to reconcile this fact with the

continuity assumption of the continuum models described in the preceding chapters

so that one will understand how these continuum models are applied to material

objects. A second purpose is to relate the effective material parameters and material

symmetry used in continuum models to the material microstructure.

The key concept in modeling material microstructure, as well as for modeling

material symmetry, for inclusion in a continuummodel is the representative volume

element (RVE). The discussion of the RVE contained in Chap. 4, particularly Sect.

4.2, is further developed in Sect. 7.2. A material composed of two or more distinct

constituent materials is called a composite material. Most natural materials are

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_7, # Springer Science+Business Media New York 2013
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composite materials. Many think that the first man-made composite material was

the reinforced brick constructed by using straw to reinforce the clay of the brick.

Dried clay is satisfactory in resisting compression, but not very good in tension. The

straw endows the brick with the ability to sustain greater tensile forces. Most

structural soft tissues in animals can carry tensile forces adequately but do not do

well with compressive forces. In particular, due to their great flexibility they may

deform greatly under compressive forces. The mineralization of the collagenous

tissues provides those tissues with the ability to resist compressive forces; thus bone

and teeth are composites of an organic phase, primarily collagen, and an inorganic

or mineral phase. Effective material parameters for composite materials, defined in

Sect. 7.3, are generally determined by expressions that depend upon the phase or

constituent-specific material parameters and their geometries. Examples of effec-

tive elastic constants and effective permeabilities are developed in Sects. 7.4 and

7.5, respectively. Restrictions on the RVE for the case of a gradient in its material

properties are considered in Sect. 7.6. The continuum modeling of material

microstructures with vectors and tensors is described in Sect. 7.7, with a particular

emphasis on the fabric tensor, a measure of local microstructure in a material with

more than a single constituent. The stress–strain–fabric relation is developed in

Sect. 7.8. Some of the relevant literature is described in Sect. 7.9.

7.2 The Representative Volume Element

Recall from Sect. 4.2 that, for this presentation, the RVE is taken to be a cube of side

length LRVE; it could be any shape, but it is necessary that it have a characteristic

length scale (Fig. 4.1). The RVE for the representation of a domain of a porous

medium by a continuum point was illustrated in Fig. 4.2. We begin here by picking

up the question of how large must the length scale LRVE be to obtain a reasonable

continuum model. The LRVE should be much larger than the largest characteristic

microstructural dimension LM of the material being modeled and smaller than the

characteristic dimension of the problem to be addressed LP, thus LP � LRVE � LM.
The question of the size of LRVE can also be posed in the following way: How

large a hole is no hole? The value of LRVE selected determines what the modeler has

selected as too small a hole, or too small an inhomogeneity or microstructure, to

influence the result the modeler is seeking. An interesting aspect of the RVE

concept is that it provides a resolution of a paradox concerning stress concentrations

around circular holes in elastic materials. The stress concentration factor associated

with the hole in a circular elastic plate in a uniaxial field of otherwise uniform stress

is three times the uniform stress (Fig. 7.1). This means that the stress at certain

points in the material on the edge of the hole is three times the stress five or six hole

diameters away from the hole. The hole has a concentrating effect of magnitude 3.

The paradox is that the stress concentration factor of 3 is independent of the size of

the hole. Thus, no matter how small the hole, there is a stress concentration factor of

3 associated with the hole in a field of uniaxial tension or compression. One way to
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resolve the paradox described above is to observe that the modeler has decided how

big a hole is no hole by choosing to recognize a hole of a certain size and selecting a

value of LRVE to be much less. Let the size of the largest hole in the plate to be dL
and assume that the plate has a dimension of 100 dL, thus dL � LRVE � LM. Let dS
denote the dimension of the largest of the other holes in the plate. Thus any hole

whose dimension is less than LM ¼ dS will not appear in the model although it is in

the real object. The interpretation of the solution to the problem illustrated by

Fig. 7.1 is that there is only one hole in the model of radius dL, no holes of a size less
than dL and greater than LM ¼ dS, and all holes in the real object of a size less than
LM ¼ dS have been “homogenized” or averaged over.

The macro or continuum properties that are employed in continuum models are

micro material properties that have been averaged over an RVE. Let r denote the

microdensity field and T the micro stress field; then the average or macrodensity

field hri and the macro stress tensor hTifield are obtained by volume averaging over

the microscale. The averaging integral operator hf i of the micro field f is given by

hf i ¼ 1

VRVE

þ
V

fdv: (7.1)

Equation (7.1) represents the homogenization of the local or micro material

parameter fields. That is to say, in the volume VRVE, the average field hf i replaces
the inhomogeneous field f in the RVE. The length scale over which the homogeni-

zation is accomplished is LRVE or the cube root of the volume VRVE, which is

intended to be the largest dimension of the unit cell over which the integration (7.1)

is accomplished. A plot of the values of the macro density hri as a function of the

size of the RVE is sketched in Fig. 7.2. Note that as the size of the volume VRVE or

the LRVE is decreased, the value of the density hri begins to oscillate because the

small volume of dense solid material in the volume VRVE is greatly influenced by

the occurrence of small voids. On the other hand, as the size of the volume VRVE or

the LRVE is increased, the value of the density tends to a constant, stable value.

As another illustration of these ideas consider a cross-section of trabecular bone

shown in Fig. 4.3. As was noted in Sect. 4.2, the white regions are the bone

Fig. 7.1 An illustration

of the stress concentration

(by a factor of 3) associated

with the hole in a circular

plate in a uniaxial field

of otherwise uniform stress,

S. From Cowin (2002)
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trabeculae and the darker regions are the pore spaces that are in vivo filled with

marrow in the bone of young animals. First consider the small rectangular white

region in the lower left quadrant as the first RVE for homogenization. This small

rectangular white region is entirely within the trabecular bone domain and thus the

global or macro density hri and stress tensor hTiobtained by volume averaging over

the microscale density r and stress tensor Twill be those for trabecular bone. On the

other hand, if the small RVE in the darker marrow region is entirely within the whole

domain, the global or macro density hri and stress tensor hTi obtained by volume

averaging will be those associated with the marrow. If the RVE or homogenization

domain is taken to be one of the larger rectangles in Fig. 4.3, the global or macro

density hri and stress tensor hTi obtained by volume averaging over the microscale

will be different from the microscale density r and stress tensor T for both the bone

and the marrow, and their values will lie in between these two limits and be

proportional to the ratio of the volume of marrow voids to the volume of bone in

each rectangle.

Problems

7.2.1 Find the average density hri of a cube of volume b3 if one-half the cube has a
density of ro and the other half of the cube has a density oro.

7.2.2 Find the average density rh i of a sphere of radius whose density r is given by

r ¼ kror where r is the radial spherical coordinate.
7.2.3 Find the average stress hTi in a heterogeneous cube of volume b3 if each face

of the cube is subjected to a different pressure. The pressure on the face

normal to e1 and -e1 is p1, e2 and –e2 is p2, e3 and –e3 is p3. Find the average

stress hTi in a heterogeneous cube when all the surfaces are subjected to the

same pressure.

Fig. 7.2 A plot of the values of the macro density as a function of the size LRVE of the RVE. Note
that as the size of the volume VRVE ¼ (LRVE)

3 is decreased, the value of the density begins to

oscillate because the amount of dense solid material in the volume VRVE is greatly influenced by

the occurrence of small voids. On the other hand, as the size of the volume VRVE ¼ (LRVE)
3 is

increased, the value of the density tends to a constant, stable value. The concept for this plot is

taken from Prandtl and Tietjens (1934). Prandtl used this type of diagram to illustrate density in the

transition from rarefied gases in the upper atmosphere to denser air
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7.3 Effective Material Parameters

One of the prime objectives in the discipline of composite materials, a discipline

that has developed over the last half-century, is to evaluate the effective material

parameters of a composite in terms of the material parameters and configurational

geometries of its constituent components or phases. The purpose of this section is to

show that the effective material properties may be expressed in terms of integrals

over the surface of the RVE. The conceptual strategy is to average the heteroge-

neous properties of a material volume and to conceptually replace that material

volume with an equivalent homogenous material that will provide exactly the same

property volume averages as the real heterogeneous material, allowing the calcula-

tion of the material properties of equivalent homogeneous material. The material

volume selected for averaging is the RVE and the material properties of equivalent

homogeneous material are then called the effective properties of the RVE. The

calculational objective is to compute the effective material properties in terms of an

average of the real constituent properties. This is accomplished by requiring that the

integrals of the material parameters over the bounding surface of the RVE for the

real heterogeneous material equal those same integrals obtained when the RVE

consists of the equivalent homogeneous material. Thus we seek to express the

physical fields of interest for a particular RVE in terms of RVE boundary integrals.

In order to construct an effective anisotropic Hooke’s law it is necessary to

represent the global or macro stress and strain tensors, hEi and hTi, respectively as
integrals over the boundary of the RVE. To accomplish this for the stress tensor

we begin by noting the easily verified identity (see the Appendix, especially

problem A.3.3)

ðr � xÞT ¼ 1;
@xi
@xj

ei � ej ¼ dijei � ej: (7.2)

Using the identity (7.2) a second identity involving the stress is constructed,

T ¼ 1 � T ¼ ðr � xÞT � T ¼ fr � ðT� xÞgT: (7.3)

The derivation of the last equality in (7.3) employs the fact that the divergence of

the stress tensor is assumed to be zero, D�T ¼ 0. This restriction on the stress tensor

follows from the stress equation of motion (3.37) when the acceleration and action-

at-a-distance forces are zero. The termr � ðT� xÞin (7.3) is written with the T first

in the parenthesis to indicate that the divergence operator is to be applied to

T and not to x; the latter case would be written as r � ðx� TÞ. The expansion of

r � ðT� xÞis

r � ðT� xÞ ¼ r � T� xþ T � ðr � xÞ ¼ T (7.4a)

since r � T ¼ 0and r� x ¼ 1. In the indicial notation this development is written
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@

@xj
ðTjkxiÞ ¼ xi

@Tjk

@xj
þ Tjk

@xi
@xj

¼ Tik (7.4b)

since
@Tjk

@xj
¼ 0, @xi

@xj
¼ dij. The expansion of r � ðx� TÞ is shown below:

r � ðx� TÞ ¼ ðr � xÞTþ x � ðr � TÞ ¼ 3Tþ x � ðr � TÞ (7.5)

Substitution of the identity (7.3) into the definition for hTi yields

Th i ¼ 1

VRVE

þ
V

Tdv ¼ 1

VRVE

þ
V

fr � ðT� xÞgTdv; (7.6)

and subsequent application of the divergence theorem (A184) converts the last

volume integral in (7.6) to the following surface integral:

Th i ¼ 1

VRVE

þ
@V

fn � ðT� xÞgTds: (7.7)

Finally, employing the Cauchy relation (3.16), t ¼ T�n, provides a relationship
between hTiand the integral over the boundary of the RVE depending only upon the

stress vector t acting on the boundary:

Th i ¼ 1

VRVE

þ
@V

x� tds: (7.8)

This is the desired relationship because it expresses Th i in terms only of

boundary information, the surface tractions t acting on the boundary.

It is even easier to construct a similar representation of Eh i as an integral over the
boundary of the RVE. To accomplish this set the f in (7.1) equal tor� u and then

employ the divergence theorem to obtain

r� uh i ¼ 1

VRVE

þ
V

ðr � uÞdv ¼ 1

VRVE

þ
@V

ðn� uÞds: (7.9)

This form of the divergence theorem employed above is obtained by setting

T ¼ u� c in (A184), where u is the displacement vector and c is a constant vector.

The divergence theorem (A184) may then be written in the form

þ
V

c � ðr � uÞdv ¼
þ
@V

c � ðn� uÞds; (7.10)
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and since this must hold for all constant vectors c, it follows that

þ
V

r� udv ¼
þ
@V

n� uds: (7.11)

Thefinal result in the representation forhEiis achieved immediatelyby recalling the

definition of the small strain tensor E ¼ ð1=2Þððr � uÞT þr� uÞ, thus from (7.9)

Eh i ¼ 1

VRVE

þ
@V

1

2
ðn� uþ u� nÞds: (7.12)

With the representations (7.8) and (7.12) for the global or macro stress and strain

tensors, hEi and hTi, respectively, the effective anisotropic elastic constantsC_
eff

are

defined by the relation

hT_i � C
_ eff

hE_i: (7.13)

This formula provides the tool for the evaluation of the effective material elastic

constants of a composite in terms of the material parameters of its constituent

components or phases and the arrangement and geometry of the constituent

components. In the next section results obtained using this formula are recorded

in the cases of spherical inclusions in a matrix material and aligned cylindrical

voids in a matrix material.

As a second example of this averaging process for material parameters the

permeability coefficients in Darcy’s law are considered. In this case the vectors

representing volume averages of the mass flow rates hqi and the pressure gradient

hrpi have to be expressed in terms of surface integrals over the RVE. Obtaining

such a formula for the pressure gradient hrpi is straightforward. Substitute r ¼ pc,
where c is a constant vector, into the divergence theorem in the form (A183), then

remove the constant vector from the integrals, thus

c �
þ
V

rpdv�
þ
@V

ðnpdv
0
@

1
A ¼ 0; (7.14)

then, since (7.14) must hold for all vectors c, it follows from (7.14) and (7.1) that

hrpi ¼ 1

VRVE

þ
@V

npds: (7.15)
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Obtaining a surface integral representation for the mass flow rates hqi is slightly
more complicated. To start, consider the expression r � ðq� xÞ and recall the

discussion of the special form of the divergence theorem following (7.9) in which

it was indicated thatr � ðq� xÞwould imply that the divergence operator would be

applied to q, not to x, thus r � ðq� xÞ ¼ ðr � qÞxþ q . Then if the second rank

tensor in the divergence theorem in the form (A184) is set equal to x� q ; the

divergence of x� q is then equal to x(r�q) þ q, and (A184) yields

þ
V

qþ xðr � qÞdv ¼
þ
@V

ðq � nÞx dv: (7.16)

A second integral formula involving q is obtained by setting r in the divergence

theorem in the form (A183) equal to q, thus

þ
V

r � q dv ¼
þ
@V

q � n dv: (7.17)

Now, if it is assumed that there are no sources or sinks in the volume V and that

there is no net flow across the surfaces ∂V, both of the integrals in (7.17) are zero.

Then, employing the argument that is used to go from (3.4) to (3.5), it follows that

D∙q ¼ 0 in the region and using (7.1) and (7.16) one may conclude that

hqi ¼ 1

VRVE

þ
@V

ðn � qÞx ds: (7.18)

Using the representations (7.18) and (7.15) for the volume averages of the mass

flow rates hqi and the pressure gradient hrpi, respectively, the effective anisotropic
permeability constants Heff are defined by the relation

hqi � �Heff hrpi: (7.19)

This formula provides the tool for the evaluation of the effective permeability of

a porous material in terms of the porous architecture of the solid phase and the

properties of the fluid in those pores. In the section after next the result (7.19) is

used to evaluate the effective permeability in a simple uniaxial model with multiple

aligned cylindrical channels.

Although it is frequently not stated, all continuum theories employ local effec-

tive constitutive relations such as those defined by (7.13) and (7.19). This is

necessarily the case because it is always necessary to replace the real material by

a continuum model that does not contain the small-scale holes and inhomogeneities

the real material contains, but which are not relevant to the concerns of the modeler.

In the presentations of many continuum theories the substance of this modeling

procedure is incorporated in a shorthand statement to the effect that a continuum

model is (or will be) employed.
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This approach is reasonable because, for many continuum theories, the averaging

arguments are intuitively justifiable. This is generally not the case for biological tissues

and nanomechanics in general. In almost all continuum theories the notation for RVE

averaging is not employed, but it is implied. Thus in continuummodels the notation of

the typical field variable f really means hf i, the RVE average of f. In particular, in any
continuum theory involving the use of the stress tensorT, it is really theRVE averaged

Th i that is being represented, even though an RVE has not been specified.

Problem

7.3.1 Find the average stress hTi in a heterogeneous cube of volume b3 if each face
of the cube is subjected to a different pressure. The pressure on the face

normal to ei and –ei is pi for i ¼ 1, 2, 3. Also, find the average stress hTi in a
heterogeneous cube when all surfaces are subjected to the same pressure.

7.4 Effective Elastic Constants

As a first example of the effective Hooke’s law (7.13), consider a composite

material in which the matrix material is isotropic and the inclusions are spherical

in shape, sparse in number (dilute), and of a material with different isotropic elastic

constants. In this case the effective elastic material constants are also isotropic and

the bulk and shear moduli, Keff and Geff, are related to the matrix material bulk and

shear moduli, Km andGm, and Poisson’s ratio nm and to the inclusion bulk and shear

moduli, Ki and Gi, by (Christensen, 1971; pp. 46–47)

Keff

Km

¼ 1þ
Ki

Km
� 1

� �
fs

1þ Ki�Km

Kmþð4=3ÞGm

;
Geff

Gm

¼ 1�
15ð1� nmÞ 1� Gi

Gm

� �
fs

7� 5nm þ 2ð4� 5nmÞ Gi

Gm

; (7.20)

where fs is the porosity associated with the spherical pores. Thus if the porosity

fs and the matrix and inclusion constants Km, Gm, Ki and Gi are known, the

formulas (7.20) may be used to determine the effective bulk and shear moduli,

Keff and Geff, recalling that for an isotropic material the Poisson’s ratio nm is related

to Km and Gm by nm ¼ (3Km – 2Gm)/(6Km þ 2Gm), see Table 6.2.

As a simple example of these formulas consider the case when nm ¼ 1/3 and,

since there are only two independent isotropic elastic constants, Gm and Km are

related. A formula from Table 6.2 may be used to show that Gm ¼ (3/8)Km.

Substituting nm ¼ 1/3 and Gm ¼ (3/8)Km in (7.20), they simplify as follows:

Keff

Km

¼ 1þ
Ki

Km
� 1

� �
fs

1þ 2
3

Ki

Km
� 1

� � ;
Geff

Gm

¼ 1�
15 1� Gi

Gm

� �
fs

8þ 7 Gi

Gm

: (7.21)
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The ratio of the effective bulk modulus to the matrix bulk modulus, in the

limiting cases when as the ratio of inclusion bulk modulus to the matrix bulk

modulus tends to zero and infinity, are given by

limit
Ki=Km!0

Keff

Km

¼ 1� 3fs and limit
Ki=Km!1

Keff

Km

¼ 1þ 3fs

2
; (7.22)

respectively. The ratio of effective shear modulus to the matrix shear modulus, in

the limiting cases when as the ratio of inclusion shear modulus to the matrix shear

modulus tends to zero and infinity, are given by

limit
Gi=Gm!0

Geff

Gm

¼ 1� 15fs

8
and limit

Gi
Gm

�>1

Geff

Gm

¼ 1þ 15fs

7
; (7.23)

respectively. These results illustrate certain intuitive properties of effective moduli.

As the moduli of the inclusion decrease (increase) relative to the moduli of the

matrix material, the effective elastic constants decrease (increase) relative to the

elastic constants of the matrix material. If the inclusions are voids, the formulas

(7.20) simplify to:

Keff

Km

¼ 1� fs

1� Km

Kmþð4=3ÞGm

;
Geff

Gm

¼ 1� 15ð1� nmÞfs

7� 5nm
: (7.24)

In the case when nm ¼ 1/3 these two formulas reduce to the first of (7.22) and the

first of (7.23) respectively. The first equation of (7.24) is given by Nemat-Nasser

and Hori (1999) as their equation (5.2.6b).

If the material of the inclusion is a fluid, (7.20) simplifies to the following:

Keff

Km

¼ 1þ
Kf

Km
� 1

� �
fs

1þ Kf�Km

Kmþð4=3ÞGm

;
Geff

Gm

¼ 1� 15ð1� nmÞfs

7� 5nm
; (7.25)

where Kf represents the bulk modulus of the fluid.

Example Exercise 7.4.1

Problem: Calculate the effective bulk modulus Keff, shear modulus Geff, and

Young’s modulus Eeff, for a composite material consisting of a steel matrix material

and spherical inclusions. The spherical inclusions are made of magnesium, have a

radius r, and are contained within unit cells that are cubes with a dimension of 5r.
The Young’s modulus of steel (magnesium) is 200 GPa (45 GPa) and the shear

modulus of steel (magnesium) is 77 GPa (16 GPa).

Solution: The isotropic bulk modulus K of a material may be determined from

the Young’s modulus E and the shear modulus G by use of the formula
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K ¼ EG/(9G � 3E) given in Table 6.2. The bulk modulus of steel (magnesium) is

166 GPa (80 GPa). The volume fraction of the spherical inclusions is the ratio of

the volume of one sphere, (4/3)pr3, to the volume of the unit cell, (5r)3, thus

fs ¼
ð4=3Þpr3
125r3

¼ ð4=3Þp
125

¼ 4

375
p ¼ 0:0335:

Substitution of the accumulated information into the formulas (7.20) one finds

that Keff and Geff,

Keff

166
¼ 1þ

80
166

� 1
� �

:335

1þ 80�166
166þð4=3Þ77

;
Geff

77
¼ 1� 15ð1� :3Þ 1� 16

77

� �
:0335

7� 5ð:3Þ þ 2ð4� 5ð:3ÞÞ 16
77

;

are given by 161 GPa and 74 GPa, respectively. The effective Young’s modulus Eeff

is determined to be 103 GPa from the formula E ¼ 9KG/(3K þ G) given in

Table 6.2.

As a second example of the effective Hooke’s law (7.13), consider a composite

made up of a linear elastic homogenous, isotropic solid matrix material containing

cylindrical cavities aligned in the x3 direction (Fig. 7.3). Although the matrix

material is assumed to be isotropic, the cylindrical cavities aligned in the x3
direction require that the material symmetry of the composite be transverse isotropy

(Chap. 4, Table 4.5). The matrix of tensor compliance components Ŝ for the

effective transversely isotropic engineering elastic constants is in the following

form:

Ŝ ¼

1

Eeff
1

�neff12

Eeff
1

�neff13

Eeff
3

0 0 0

�neff12

Eeff
1

1

Eeff
1

�neff13

Eeff
3

0 0 0

�neff13

Eeff
3

�neff13

Eeff
3

1

Eeff
3

0 0 0

0 0 0
1

2Geff
23

0 0

0 0 0 0
1

2Geff
23

0

0 0 0 0 0
1þ neff12

Eeff
1

2
66666666666666666664

3
77777777777777777775

:

The effective elastic constants are expressed in terms of the matrix elastic

constants and the volume fraction of cylindrical cavities, which is denoted by fc.

The volume fraction fc is assumed to be small and the distribution of cavities dilute

and random. Terms proportional to the square and higher orders of fc are neglected.

When fc is this small, several different averaging methods show, using a plane
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stress assumption in the x1, x2 plane, that the effective elastic constants are given by
(Nemat-Nasser and Hori 1999; Chap. 2; (5.1.18a, b, c, d) and (5.1.27a, c)):

Geff
13

Gm

¼ Geff
23

Gm

¼ 1� 4fc

1þ nm
;
Eeff
1

Em

¼ Eeff
2

Em

¼ 1� 3fc;
Eeff
3

Em

¼ 1� fc;

neff12

nm
¼ neff21

nm
¼ 1� 3� 1

nm

� �
fc;

neff31

nm
¼ neff32

nm
¼ 1;

neff13

nm
¼ neff23

nm
¼ 1� 2fc:

(7.26)

As noted, the cylindrical cavities aligned in the x3 direction change that material

symmetry but the isotropic character of the plane perpendicular to the x3 direction is
retained. The material in the plane perpendicular to the x3 direction is isotropic; all

the elastic constants associated with that plane will be isotropic, as shown in the

following exercise.

Example Exercise 7.4.2

Problem: The effective elastic constants (7.23) for the composite composed of an

isotropic matrix material containing cylindrical cavities aligned in the x3 direction
are isotropic in the plane perpendicular to the x3 direction. Verify that this is the

case showing that if the matrix material satisfies the isotropy relationship 2Gm ¼
Em/(1 þ nm), the effective elastic constants Geff

13 ¼ Geff
23 , E

eff
1 ¼ Eeff

2 and neff12 ¼ neff21

also satisfy the isotropy relationship. However, due to the notation, there is a

multitude of equivalent forms: 2Geff
13 ¼ 2Geff

23 ¼ Eeff
1 =ð1þ neff12 Þ ¼ Eeff

2 =ð1þ neff12 Þ ¼
Eeff
1 =ð1þ neff21 Þ ¼ Eeff

2 =ð1þ neff21 Þ.
Solution: The first formula of (7.26) is rewritten as

Fig. 7.3 An illustration of a

block of a homogeneous

material containing

cylindrical pores all aligned

in one direction
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2Geff
13 ¼ 2Geff

23 ¼ 2Gm � 8Gmfc

1þ nm
;

then from 2Gm ¼ Em/(1 þ nm) it follows that

2Geff
13 ¼ 2Geff

23 ¼ Emð1þ nm � 4fcÞ
ð1þ nmÞ2

:

From the second formula of (7.26) one can see that Em ¼ Eeff
1

1�3fc
, thus,

2Geff
13 ¼ 2Geff

23 ¼ Eeff
1 ð1þ nm � 4fcÞ

ð1� 3fcÞð1þ nmÞ2
;

or to the neglect of squared terms in fc,

2Geff
13 ¼ 2Geff

23 ¼ Eeff
1

ð1þ nmÞ2
ð1þ nm � ð3nm � 1ÞfcÞ:

From the fourth formula of (7.26) one can write neff12 ¼ neff21 ¼ nm � ð3nm � 1Þfc,

thus obtaining the desired result

2Geff
13 ¼ 2Geff

23 ¼ Eeff
1 1þ neff12

� �
:

In the special case when nm is 1/3, the expressions for the effective constants

(7.26) simplify to

Geff
13

Gm

¼ Geff
23

Gm

¼ Eeff
1

Em

¼ Eeff
2

Em

¼ 1� 3fc;

Eeff
3

Em

¼ 1� fc;
neff12

nm
¼ neff21

nm
¼ 1;

neff31

nm
¼ neff32

nm
¼ 1;

neff13

nm
¼ neff23

nm
¼ 1� 2fc:

(7.27)

From these results it is apparent that the Young’s modulus and the shear modulus

in the transverse plane are more severely reduced than the axial Young’s modulus

as the porosity increases. In the example below, the second of (7.27), Eeff
3 =Em ¼ 1

�fc, is constructed from a mechanics of materials argument.

Example Exercise 7.4.3

Problem: Recall the mechanics of materials formula for the deflection d ¼ PL/AE
of a bar of cross-sectional area A, length L, and modulus E subjected to an axial

force P. Apply this formula to the bar with axially aligned cylindrical cavities

illustrated in Fig. 7.3 to show that Eeff
3 =Em ¼ 1� fc . The bar and the cylindrical

cavities are aligned in the x3 direction.
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Solution: The formula d ¼ PL/AE will be applied in two ways to the bar with

axially aligned cylindrical cavities illustrated in Fig. 7.3 and subjected to an axial

force P. First apply the formula to the matrix material imagining a reduced cross-

sectional area Am not containing the voids, thus Em ¼ PL/Amd. Next apply the

formula to the entire bar containing the voids, thus Eeff
3 ¼ PL=Ad. The relationship

between the cross-sectional total area A and the cross-sectional area Am occupied

by the matrix material is Am ¼ A(1 - fc). The desired result is established by

eliminating P, L, d, A, and Am between these three formulas.

Problems

7.4.1 Calculate the effective bulk modulus, Keff, shear modulus, Geff, and Young’s

modulus, Eeff, for a composite material consisting of a steel matrix material

with spherical inclusions that contain water. The spherical inclusions, which

have a radius r, are contained within unit cells that are cubes with a dimension

of 4r. The Young’s modulus of steel is 200 GPa and the shear modulus of

steel is 77 GPa. The bulk modulus of water is 2.3 GPa.

7.4.2 Calculate the effective bulk modulus, Keff, shear modulus, Geff, and Young’s

modulus, Eeff, for a composite material consisting of a magnesium matrix

material and spherical inclusions. The spherical inclusions are made of steel,

have a radius r, and are contained within unit cells that are cubes with a

dimension of 5r. The Young’s modulus of steel (magnesium) is 200 GPa

(45 GPa) and the shear modulus of steel (magnesium) is 77 GPa (16 GPa).

7.4.3 Calculate the effective moduli for a composite material consisting of a steel

matrix material and cylindrical voids of radius r contained in unit squares 8r
by 8r. The Young’s modulus of steel is 77 GPa and its Poisson’s ratio is 0.33.

7.4.4 Considering the effective moduli for a composite material consisting of a

matrix material and aligned cylindrical voids, show that for small values of

the volume fraction the in-plane effective shear moduli and the in-plane

effective Young’s moduli decrease more rapidly with increasing porosity

than the out-of-plane effective Young’s moduli. For simplicity consider the

case when nm is 1/3.

7.5 Effective Permeability

In this section the effective axial permeability of the bar with axially aligned

cylindrical cavities illustrated in Fig. 7.3 is calculated. The method used is the

simplest one available to show that Darcy’s law is a consequence of the application

of the Newtonian law of viscosity to a porous medium with interconnected pores.

The Navier–Stokes equations (6.37) are a combination of the Newtonian law of

viscosity (5.36 N) and the stress equations of motion (3.37), as was shown in the

previous chapter. Thus one can say that Darcy’s law is a consequence of the

application of either the Newtonian law of viscosity, or the Navier–Stokes

equations, to a porous medium with interconnected pores. There are a number of
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more general, more rigorous, and more elegant proofs of this result (Ene and

Sanchez-Palencia 1975; Sanchez-Palencia 1980; Burridge and Keller 1981) but

the one presented below suffices to make the point.

Consider the bar with axially aligned cylindrical cavities illustrated in Fig. 7.3 as

a porous medium, the pores being the axially aligned cylindrical cavities. Each pore

is identical and can be treated as a pipe for the purpose of determining the fluid flow

through it. In the case of pipe flow under a steady pressure gradient @p=@x3 , the
velocity distribution predicated by the Navier–Stokes equations is a parabolic

profile (compare Example 6.4.3),

v3 ¼ � @p

@x3

� �
r2o
4m

1� r2

r2o

� �
; (7.28)

where m is the viscosity, ro is the radius of the pipe and r and x3 are two of the three
cylindrical coordinates. The volume flow rate through the pipe is given by

Q ¼ 2p
ðro
0

rv3dr ¼ � @p

@x3

� �
pr4o
8m

; (7.29)

which, multiplied by the total number of axially aligned cylindrical cavities per unit

area, nc, gives the average volume flow rate per unit area along the bar,

hqi ¼ 1

VRVE

þ
@V

ðn � qÞxds ¼ � @p

@x3

� �
nc

pr4o
8m

: (7.30)

The pressure gradient @p=@x3 is a constant in the bar, hence the average of the

pressure gradient over the bar is given by the constant value;

hrpi ¼ 1

VRVE

þ
V

rpdv ¼ @p

@x3
; (7.31)

a result that, combined with (7.28), yields

hqi ¼ �nc
pr4o
8m

hrpi: (7.32)

A comparison of this representation for hqi with that of (7.19) yields the

representation for the hydraulic permeability Heff
33 in the x3 direction,

Heff
33 ¼ nc

pr4o
8m

: (7.33)
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This derivation has demonstrated that the hydraulic permeability depends upon

the viscosity of the fluid m and the geometry of the pores. The intrinsic permeability

is defined as the hydraulic permeability times the viscosity of the fluid in the pores,

Keff
33 ¼ mHeff

33 ¼ nc
pr4o
8
. Since nc, the total number of axially aligned cylindrical

cavities per unit area has the dimension of one over length squared, the intrinsic

permeability Keff
33 ¼ nc

pr4o
8

is of dimension length squared. The intrinsic permeabil-

ity is independent of the type of fluid in the pores and dependent only upon the size

and geometrical arrangement of the pores in the medium. The comments above

concerning the connection between, and the relative properties of, the intrinsic

permeability and the hydraulic permeability are general and not tied to the particu-

lar model used here to calculate the effective permeabilityHeff
33 , thusK

eff ¼ mHeff in

general.

7.6 Structural Gradients

A material containing a structural gradient, such as increasing/decreasing porosity

is said to be a gradient material. Figure 7.4 is an illustration of an example material

with a layered structural gradient. Spheres of varying diameters and one material

type are layered in a matrix material of another type. As a special case, the spheres

may be voids. Figure 7.5 is an illustration of a material with a structural gradient

that is not formed by layering. Spheres of varying diameters and one material type

are graded in a size distribution in a material of another type. Again, as a special

case, the spheres may be voids. Gradient materials may be man-made, but they also

occur in nature. Examples of natural materials with structural gradients include

cancellous bone and the growth rings of trees.

The RVE plays an important role in determining the relationship between the

structural gradient and the material symmetry. In a material with a structural

gradient, if it is not possible to select an RVE so that it is large enough to adequately

Fig. 7.4 An illustration

of a material with a layered

structural gradient. Spheres

of varying diameters and one

material type are layered in

a material of another type.

As a special case, the spheres

may be voids. From

Cowin (2002)

190 7 Modeling Material Microstructure



average over the microstructure and also small enough to insure that the structural

gradient across the RVE is negligible, then it is necessary to restrict the material

symmetry to accommodate the gradient. However, in a material with a structural

gradient, if an RVE may be selected so that it is large enough to adequately average

over the microstructure and small enough to insure that the structural gradient

across the RVE is negligible, then it is not necessary to restrict the material

symmetry to accommodate the gradient.

It is easy to see that a structural gradient is incompatible with a plane of

symmetry. If a given direction is the direction of a structural gradient it cannot

also be the direction of a normal to a plane of symmetry, nor any projected

component of a normal to a plane of reflective symmetry, because the increasing

or decreasing structure with increasing distance from the reference plane, such as

the layered spherical inclusions in Fig. 7.4, would be increasing on one side of the

plane and decreasing on the other side of the plane violating mirror symmetry.

Gradient materials are thus a type of chiral material described in Sect. 4.9. Gradient

materials are chiral materials because they require that the material symmetries

possess at least one direction that is not a direction associated with a normal to a

plane of reflective symmetry, nor any projected component of a normal to a plane of

reflective symmetry. The point is that, on the same scale, the normal to a plane of

symmetry and a material structural gradient are incompatible unless they are

perpendicular. This incompatibility restricts the type of linear elastic symmetries

possible for gradient materials to the same symmetries that are possible for chiral

materials (Sect. 4.9), namely, trigonal, monoclinic, and triclinic symmetries (c.f.,

Fig. 4.10).

The normal to a plane of material symmetry can only be perpendicular to the

direction of a uniform structural gradient. The argument for this conclusion is a

purely geometrical one. First note that the direction of a normal to a plane of

material symmetry cannot be coincident with the direction of the structural gradient

because the structural gradient is inconsistent with the reflective structural symme-

try required by a plane of mirror symmetry. Next consider the case when the normal

to a plane of material symmetry is inclined, but not perpendicular, to the direction

Fig. 7.5 An illustration

of a material with a unlayered

structural gradient. Spheres

of varying diameters and one

material type are graded in a

size distribution in a material

of another type. As a special

case, the spheres may be

voids. From Cowin (2002)
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of the structural gradient. In this case, the same situation prevails because the

structural gradient is still inconsistent with the reflective structural symmetry

required by a plane of mirror symmetry. The only possibility is that the normal to

a plane of material symmetry is perpendicular to the direction of the structural

gradient. Thus, it is concluded that the only linear elastic symmetries permitted in a

material containing a structural gradient are those symmetries characterized by

having all their normals to their planes of mirror or reflective symmetry perpendic-

ular to the structural gradient. The caveat to this conclusion is that the structural

gradient and the material symmetry are at the same structural scale in the material.

Only the three linear elastic symmetries, triclinic, monoclinic, and trigonal, satisfy

the condition that they admit a direction perpendicular to all the normals to their

planes of mirror or reflective symmetry. Trigonal symmetry has the highest sym-

metry of the three symmetries and admits a direction that is not a direction

associated with a normal to a plane of reflective symmetry, nor any projected

component of a normal to a plane of reflective symmetry.

In summary, in a material with a structural gradient, if an RVE may be selected

so that is large enough to adequately average over the microstructure and small

enough to insure that the structural gradient across the RVE is negligible, then it is

not necessary to restrict the material symmetry to accommodate the gradient.

However, in a material with a structural gradient, if an RVE cannot be selected

such that the structural gradient across an adequately sized RVE is negligible, then

it is not necessary to restrict the material symmetry to accommodate the structural

gradient.

7.7 Tensorial Representations of Microstructure

The description and measurement of the microstructure of a material with multiple

distinct constituents is called quantitative stereology (Underwood 1969) or texture

analysis (Bunge 1982) or, in the case of biological tissues, it becomes part of

histology. The concern here is primarily with the modeling of the material micro-

structure and only secondarily with techniques for its measurement.

It is recognized that the volume fraction of a constituent material is the primary

geometric measure of local material structure in a material with multiple distinct

constituents. This means that in the purely geometric kinematic description of the

arrangement of the microstructure the volume fraction of a constituent material is

the primary parameter in the geometric characterization of the microstructure.

The volume fraction of a constituent in a multiconstituent material does not

provide information on the arrangement or architecture of microstructure of the

multiconstituent material, only information on the volume of the constituent pres-

ent. The second best measure of local material microstructure depends upon the

type of material microstructure being modeled and the objective of the modeler.

One approach to the modeling of material microstructures is to use vectors and

tensors to characterize the microstructural architecture. For example, in theories for
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the flow of liquid crystals a vector is often used to characterize the long axis of the

liquid crystal. In early liquid crystal theories the formation of the constitutive

equation for the liquid crystal follows the development outlined in Chap. 5 for

the constitutive equation for the Newtonian law of viscosity up to equation (5.4 N).

In the early liquid crystal theory the equation equivalent to (5.4 N) was assumed to

also depend upon the unit vector n, a vector coincident with the long axis of the

liquid crystal (de Gennes and Prost 1993).

The modeling of the microstructural architecture of a material with two distinct

constituents, one dispersed in the other, has been accomplished using a second rank

tensor called the fabric tensor. Fabric tensors may be defined in a number of ways; it

is required only that the fabric tensor be a positive definite tensor that is a

quantitative stereological measure of the microstructural architecture, a measure

whose principal axes are coincident with the principal microstructural directions

and whose eigenvalues are proportional to the distribution of the microstructure in

the associated principal direction. The fabric tensor is a continuum point property

(as usual its measurement requires a finite test volume or RVE) and is therefore

considered to be a continuous function of position in the material.

One type of fabric tensor is the mean intercept length (MIL) tensor. The MIL in a

material is the average distance, measured along a particular straight line, between

two interfaces of the two phases or constituents (Fig. 7.6). The value of the mean

intercept length is a function of the slope of the line, y, along which the measure-

ment is made in a specified plane. A grid of parallel lines is overlaid on the plane

through the specimen of the binary material and the distance between changes of

phase, first material to second material or second material to first material, are

counted. The average of these lengths is the mean intercept length at the angle y, the
angle characterizing the orientation of the set of parallel lines. Figure 7.6 illustrates

such measurements. It is frequently observed that when the mean intercept lengths

measured in the selected plane in the specimen are plotted in a polar diagram as a

function of y, producing a closed curve in the plane. If the test lines are rotated

Fig. 7.6 Test lines

superimposed on a cancellous

bone specimen. The test lines

are oriented at the angle y.
The mean intercept length

measured at this angle is

denoted L(y). From Cowin

and Mehrabadi (1989)
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through several values of y and the corresponding values of mean intercept length L
(y) are measured, the data are often found to fit the equation for an ellipse very

closely,

ð1=L2ðyÞÞ ¼ M11 cos
2yþM22 sin

2yþ 2M12 sin y cos y; (7.34)

whereM11,M22 andM12 are constants when the reference line from which the angle

y is measured is constant. The subscripts 1 and 2 indicate the axes of the x1, x2
coordinate system to which the measurements are referred. The ellipse is shown

superposed on the binary microstructure it represents in Fig. 7.7. The mean inter-

cept lengths in all directions in a three-dimensional binary microstructure structure

would be represented by an ellipsoid and would therefore be equivalent to a positive

definite second rank tensor. The constants M11, M22 and M12 introduced in the

foregoing are then the components in a matrix representing the tensor M which are

related to the mean intercept length L(n), where n is a unit vector in the direction of

the test line, by (1/L2(n)) ¼ n∙M∙n.
The fabric tensor is commonly computed from data obtained by using stereo-

graphic or image analysis methods (Odgaard 1997) such as Mean Intercept Length

(MIL) (Whitehouse, 1974), Volume Orientation (VO) (Odgaard et al., 1990), Star

Length Distribution (SLD) (Smit et al. 1998), or Intercept Segment Deviation

(Chiang et al. 2006). The experimental procedure for the fabric measurement of

cancellous bone is described by Whitehouse (1974), Harrigan and Mann (1984),

Turner and Cowin (1987) and Turner et al. (1990). A number of ways of

constructing a fabric tensor for a material with two distinct constituents are

described by Odgaard (1997, 2001) for a particular porous material, cancellous

bone. These methods are applicable to any material with at least two distinct

constituents and include the stereological methods known as the mean intercept

length method, the volume orientation method and the star volume distribution

method. In multiphase materials such as cellular materials, foams, and cancellous

bone, the unit vectors may represent the orientation of the interface surface area or

Fig. 7.7 An ellipse is

constructed by making a polar

pole of the average value

of the mean intercept length

L(y) for each value of the

angle y. From Cowin and

Mehrabadi (1989)
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the inclusion volume orientation (Hilliard 1967). As pointed out by Odgaard et al.
(1997), for the same microstructural architecture, these different fabric tensor

definitions each lead to representations of the data that are, effectively, the same.

The existence of a mean intercept or fabric ellipsoid for an anisotropic porous

material suggests elastic orthotropic symmetry. To visualize this result, consider an

ellipse, illustrated in Fig. 7.8, that is one of the three principal planar projections of

the mean intercept length ellipsoid. The planes perpendicular to the major and

minor axes of the ellipse illustrated in Fig. 7.8(b) are planes of mirror symmetry

because the increasing or decreasing direction of the mean intercept length,

indicated by the arrow heads, is the same with respect to either of these planes.

On the other hand, if one selects an arbitrary direction such as that illustrated in

Fig. 7.8(a), it is easy to see that the selected direction is not a normal direction for a

plane of mirror symmetry because the direction of increasing mean intercept length

is reversed from its appropriate mirror image position. Therefore, there are only two

planes of mirror symmetry associated with the ellipse. Considering the other two

ellipses that are planar projections of the mean intercept ellipsoid, the same

conclusion is reached. Thus, only the three perpendicular principal axes of the

ellipsoids are normals to planes of mirror symmetry. This means that, if the matrix

materials involved are isotropic the material symmetry will be determined only by

the fabric ellipsoid and that the material symmetry will be orthotropy or a greater

symmetry. If two of the principal axes of the mean intercept length ellipsoid were

equal (i.e. an ellipsoid of revolution or, equivalently, a spheroid, either oblate or

prolate), then the elastic symmetry of the material is transversely isotropic. If the

fabric ellipsoid degenerates to a sphere, the elastic symmetry of the material is

isotropic.

The fabric tensor employed here is denoted by F and is related to the mean

intercept length tensorM by F ¼ M-1/2. The positive square root of the inverse of F

is well defined becauseM is a positive definite symmetric tensor. The principal axes

Fig. 7.8 The mean intercept

length ellipse as an indicator

of the normals to planes

of mirror symmetry.

(a) The direction of the

skewed line cannot be a

normal to a plane of mirror

symmetry because the

direction of increasing mean

intercept length has an anti-

mirror symmetry.

(b) The directions of the

major and minor axes of the

ellipse are normals to planes

of mirror symmetry. From

Cowin and Mehrabadi (1989)
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of F and M coincide, only the shape of the ellipsoid changes. M is a positive

definite symmetric tensor because it represents an ellipsoid. The fabric tensor or

mean intercept ellipsoid can be measured using the techniques described above for

a cubic specimen. On each of three orthogonal faces of a cubic specimen of

cancellous bone an ellipse will be determined from the directional variation of

mean intercept length on that face. The mean intercept length tensor or the fabric

tensor can be constructed from these three ellipses that are the projections of the

ellipsoid on three perpendicular planes of the cube.

7.8 The Stress–Strain–Fabric Relation

If the porous medium may be satisfactorily represented as an orthotropic, linearly

elastic material, the associated elasticity tensor Ĉ will depend upon the porous

architecture represented by the fabric tensor F. The six-dimensional second rank

elasticity tensor Ĉ relates the six-dimensional stress vector to the six-dimensional

infinitesimal strain vector in the linear anisotropic form of Hooke’s law, (4.36 H).

The elasticity tensor Ĉ completely characterizes the linear elastic mechanical

behavior of the porous medium. If it is assumed that all the anisotropy of the porous

medium is due to the anisotropy of its solid matrix pore structure, that is to say

that the matrix material is itself isotropic, then a relationship between the

components of the elasticity tensor Ĉ and F can be constructed. From previous

studies of porous media it is known that the medium’s elastic properties are strongly

dependent upon its apparent density or, equivalently, the solid volume fraction of

matrix material. This solid volume fraction is denoted by n and is defined as the

volume of matrix material per unit bulk volume of the porous medium. Thus Ĉwill

be a function of n as well as F. A general representation of Ĉ as a function of n and F
was developed based on the assumption that the matrix material of the porous

medium is isotropic and that the anisotropy of the porous medium itself is due only

to the geometry of the microstructure represented by the fabric tensor F. The

mathematical statement of this notion is that the stress tensor T is an isotropic

function of the strain tensor E and the fabric tensor F as well as the porosity j. Thus
the tensor valued function

T ¼ Tð’;E;FÞ; (7.35)

has the property that

QTQT ¼ Tð’;QEQT;QFQTÞ; (7.36)

for all orthogonal tensors Q. The most general form of the relationship between the

stress tensor and the strain and the fabric tensors consistent with the isotropy

assumption (7.37) is
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T ¼ a11 trEþ a2 ðF½trE� þ 1tr ½E � F�Þ þ a3ð1tr½F � E � F� þ ðtrEÞF2Þ
þ b1Ftr½F � E� þ b2ðFtr½F � E�� þ ðtrE � FÞF2Þ þ b3ðF2tr½F � E � F�Þ
þ 2c1Eþ 2c2ðF � Eþ E � FÞ þ 2c3ðF2 � Eþ E � F2Þ (7.37)

where a1, a2, a3, b1, b2, b3, c1, c2, and c3 are functions of j, trF, trF
2 and trF3. This

representation has been used to represent the elastic behavior of highly porous

cancellous bone tissue. The form of the functional dependence of the elasticity

tensor Cijkm (recall the stress–strain form of the anisotropic Hooke’s law, Tij ¼
CijkmEkm) upon fabric is given by

Cd
ijkm ¼ ac1dijdkm þ ac2ðFijdkm þ dijFkmÞ þ ac3ðdijFkqFqm þ dkmFiqFqjÞ

þ bc1FijFkm þ bc2ðFijFkqFqm þ FkmFiqFqjÞ þ bc3FisFsjFkqFqm

þ cc1ðdkidmj þ dmidkjÞ þ cc2ðFkidmj þ Fkjdmi þ Fimdkj þ FmjdkiÞ
þ cc3ðFirFrkdmj þ FkrFrjdmi þ FirFrmdkj þ FmrFrjdikÞ

(7.38)

where, as in (7.38) the a1, a2, a3, b1, b2, b3, c1, c2, and c3 with the superscript c are

functions of j, trF, trF2 and trF3. The fourth-rank elastic compliance tensor Sijkm
(recall Eij ¼ SijkmTkm) for the strain–stress relation is

Sijkm ¼ as1dijdkm þ as2ðFijdkm þ dijFkmÞ þ as3ðdijFkqFqm þ dkmFiqFqjÞ
þ bs1FijFkm þ bs2ðFijFkqFqm þ FkmFiqFqjÞ þ bs3FisFsjFkqFqm

þ cs1ðdkidmj þ dmidkjÞ þ cs2ðFkidmj þ Fkjdmi þ Fimdkj þ FmjdkiÞ
þ cs3ðFirFrkdmj þ FkrFrjdmi þ FirFrmdkj þ FmrFrjdikÞ

(7.39)

where a1, a2, a3, b1, b2, b3, c1, c2 and c3 with the superscript s are functions of f and

the invariants of F and porosity j or solid volume fraction (1-j) of the material.

The least elastic material symmetry for which the representation holds is

orthotropy. It therefore holds for transverse isotropy and isotropy as well as

orthotropy.

Problems

7.8.1 Specialize the representation (7.39) for the components of the fourth order

compliance tensor to the case of isotropic symmetry. Relate the 9 coefficients

in your result to the two elastic constants in equation (6.26), Young’s

modulus and Poisson’s ratio. Upon what parameter(s) do the Young’s modu-

lus and Poisson’s ratio obtained depend?

7.8.2 Specialize the representation (7.38) for the components of the fourth order

elasticity tensor to the case of isotropic symmetry. Relate the 9 coefficients in

your result to the two Lamé moduli in equation (6.23) or (6.24). The resulting

Lamé moduli are functions of which parameter(s)?
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7.9 Relevant Literature

Good discussions of the RVE concept appear in the books by Christensen (1979)

and Nemat Nasser and Hori (1999). The inaugural quote of the next Chapter, Chap.

8, describes a very early application of the RVE concept by Maurice Biot (1941) to

poroelasticity.

The books on composite materials by Jones (1975), Tsai and Hahn (1980), Hull

(1981) and Halpin (1984) tend to specialize in laminated composites, that is to

composites constructed in the manner illustrated in Fig. 7.7. The early book of

Spencer (1972), which develops the theory of fiber reinforced materials, has been

used in developing mathematical models for several biological tissues. Early

rigorous summaries of composite material modeling were given by Sendeckyj

(1974) and Christensen (1979); a contemporary rigorous and exhaustive develop-

ment of elastic composite theory is contained in Nemat Nasser and Hori (1999).

Torquato (2002) presents a general, contemporary, rigorous and exhaustive devel-

opment of the quantification and modeling of microstructure.

Wainwright et al. (1976) and Neville (1993) are two interesting books on

biological composites, both plant and animal natural composites. Neville’s book

explores nature’s wide use of the helicoidal structure as a composite building

geometry. The book of Vincent (1982) is of more restricted scope. Wood is the

most widely analyzed natural composite material and its mechanics and micro-

structure are described in an abundant literature, for example Kollmann and Cote

(1968) and Bodig and Jayne (1982). The book by Niklas (1992) on plant biome-

chanics covers a wider range of the plant world, but it also deals with mechanism

and microstructure.

The quantification and measurement of material microstructure is not addressed

in the present book, but it is addressed in books on histology, metallurgy, and

materials science. The book of Underwood (1969) on quantitative stereology, that

of Bunge (1982) on texture analysis in material science and any standard textbook

on histology are examples of this literature.
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Chapter 8

Quasistatic Poroelasticity

The theme for this chapter is contained in a quote from the 1941 paper of M. A. Biot

that clearly describes an RVE: “Consider a small cubic element of soil, its sides

being parallel with the coordinate axes. This element is taken to be large enough

compared to the size of the pores so that it may be treated as homogeneous, and at

the same time small enough, compared to the scale of the macroscopic phenomena

in which we are interested, so that it may be considered as infinitesimal in the

mathematical treatment.”

8.1 Poroelastic Materials

Thinking about, or experimenting with, a fluid-saturated sponge can develop an

intuitive sense of the response of a saturated elastic porous medium to mechanical

loading. If a fluid-saturated sponge is compressed, fluid will flow from the sponge.

If the sponge is in a fluid reservoir and compressive pressure is subsequently

removed, the sponge will reimbibe the fluid and expand. The volume of the sponge

will also increase if its exterior openings are sealed and the external pore fluid

pressure is increased. However, the volume of the sponge will also decrease if its

exterior openings are sealed and the external pore fluid pressure is decreased. The

basic ideas underlying the theory of poroelastic materials are that the pore fluid

pressure contributes to the total stress in the porous matrix medium and that the pore

fluid pressure alone can strain the porous matrix medium. There is fluid movement

in a porous medium due to differences in pore fluid pressure created by different

pore volume strains associated with the mechanical loading of the porous medium.

This chapter contains a presentation of the quasistatic theory of poroelasticity.

Quasistatic means that inertia terms, that is to say mass times acceleration terms, are

neglected. Thus quasistatic means that processes are either static or moving so

slowly that the inertia terms are much smaller than other terms in the balance

equations for linear and angular momentum. The following chapter contains a

presentation of the dynamic theory of poroelasticity, the theory that deals with

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
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nonzero inertia terms and focuses on wave propagation. These two aspects of the

theory of poroelasticity are treated separately because both the physics and the

mathematical models are different. These differences stem from the physical

differences in the pore fluid behavior relative to the solid porous matrix material.

In the quasistatic theory the pore fluid flows through the pores, from pore to pore. In

the dynamic theory the wave passing through the porous medium travels at a speed

that does generally not permit the time for the pore fluid to flow from pore to pore.

A consequence of this difference in the pore fluid behavior leads to two theories that

have very different characteristics.

Poroelastic theory is a useful model in many geological and biological materials

because almost all of these materials have an interstitial fluid in their pores. In

biological tissues the interstitial fluid has many functions, one important function

being to transport nutrients from the vasculature to the cells in the tissue and to

transport waste products away. In some tissues the pore fluid pressure creates a

turgor or osmotic pressure that stiffens a soft tissue structure and in other tissues it is

part of the intercellular communication system. In tissues, the quasistatic deforma-

tion of the porous medium has a significant effect on the movement of pore fluid,

although the fluid pressure and fluid movement generally have only a small effect

on the deformation of the porous medium; the porous medium deformation gener-

ally pushes the fluid around, not vice-versa. The pore fluid pressure stays relatively

low in tissues because a higher pressure could collapse blood vessels and render the

tissue ischemic. However the pore fluid pressure does not have to stay low in tissues

like articular cartilage that are avascular. One could speculate that the reason

articular cartilage is avascular is to avoid the collapse of blood vessels. Many of

these effects have been, or will be, modeled using poroelasticity theory.

Quasistatic fluid movement in rocks and soils has many features of importance

to human populations. Water supply is one of the most important, removing oil

and gas from the ground is another. High water content can make soil masses

unstable; previously stable slopes may be caused to flow over human

developments. Earthquakes may cause fluid-saturated soil masses to liquefy and

the buildings situated upon them to sink into the soil mass. The theory of

poroelasticity has its origins in addressing the problem of buildings settling or

sinking into water saturated soil masses due to their own weight, not the liquefac-

tion of the soil mass.

The quasistatic poroelastic theory developed in this chapter is a combination

and modification of three of the four theories, those for elastic solids, viscous

fluids and flow through porous media, developed in Chap. 6. The development of

the theory is strongly dependent on the microstructural modeling concepts

described in Chap. 7. In fact much of the material that has preceded this chapter

has been laying the foundation for this chapter. Laying this foundation began with

the discussion of the Terzaghi and Darcy lumped parameter models in Chap. 1.

Terzaghi was one of the first engineers to address the problem of buildings settling

or sinking into water saturated soil masses due to their own weight. Darcy

investigated the flow of water through sand layers as a factor in the design of

fountains in his hometown of Dijon.
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Two cases associated with the effects of fluid pressure are considered for the

purpose of measuring the elastic constants in a poroelastic material, the drained and

the undrained. In the drained case the fluid pressure in the pores is zero; draining all
the pores before the test or executing the test very slowly achieves this because the

fluid in the pores will drain from the negligible fluid pressure associated with slow

fluid movement. In a porous medium the pores are assumed to be connected; there

are no unconnected pores that prevent the flow of fluid through them. In the

undrained case the pores that permit fluid to exit the test specimen are sealed; thus

pressure will build in the specimen when other forces load it, but the pressure cannot

cause the fluid to move out of the specimen. Paraphrasing the opening quote of this

chapter, the representative volume element (RVE) for a porous medium (Fig. 4.2) is

considered as a small cube (Fig. 4.1) that is large enough, compared to the size of the

largest pores, that it may be treated as homogeneous, and at the same time small

enough, compared to the scale of the macroscopic phenomena which are of interest,

that it may be considered as infinitesimal in the mathematical treatment. The creator

of the poroelastic theory advanced this description of the RVE for a saturated porous

medium before the terminology RVE came into wide usage. Maurice Anthony

Biot (1905–1985), a Belgian-American engineer who made many theoretical

contributions to mechanics, developed poroelastic theory. It is his 1941 paper

(Biot 1941) that is the basis of the isotropic form of the theory described here.

There are three sets of elastic constants employed in this poroelasticity theory,

the drained, Ŝd, the undrained, Ŝu, and those of the matrix material, Ŝm. The RVE

associated with the large box in Fig. 4.2 is used for the determination of the drained

and the undrained elastic constants while the RVE associated with the smallest box

is used for the characterization of the matrix elastic constants. Unlike the large box

RVE, the small box RVE contains no pores. The elastic compliance matrices Ŝu, Ŝd,

and Ŝm for these materials have a similar representation:

Ŝx ¼

Ŝx11 Ŝx12 Ŝx13 Ŝx14 Ŝx15 Ŝx16
Ŝx12 Ŝx22 Ŝx23 Ŝx24 Ŝx25 Ŝx26
Ŝx13 Ŝx23 Ŝx33 Ŝx34 Ŝx35 Ŝx36
Ŝx14 Ŝx24 Ŝx34 Ŝx44 Ŝx45 Ŝx46
Ŝx15 Ŝx25 Ŝx35 Ŝx45 Ŝx55 Ŝx56
Ŝx16 Ŝx26 Ŝx36 Ŝx46 Ŝx56 Ŝx66

2
66666664

3
77777775
;

where x ¼ d, u, or m stands for drained, undrained, and matrix, respectively. The

special forms of Ŝx associated with particular elastic symmetries are listed in

Tables 4.4 and 4.5.

There are seven scalar stress variables and seven scalar strain variables in

poroelasticity. The seven scalar stress variables are the six components of the stress

tensor T and fluid pressure p in the pores. The seven scalar strain variables are the

components of the strain tensor E and the variation in fluid content z, a dimension-

less measure of the fluid mass per unit volume of the porous material. The variation
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in fluid content z may be changed in two ways, either the density of the fluid may

change, or the porosity f may change. This set of variables may be viewed as the

conjugate pairs of stress measures (T, p) and strain measures (E, z) appearing in

the following form in an expression for work done on the poroelastic medium:

dW ¼ T: dE + p dz. The linear stress–strain-pore pressure constitutive relation

E ¼ E(T, p), consisting of six scalar equations, is described in Sect. 8.2 and the

single-scalar-linear equation fluid content-stress-pore pressure constitutive relation

z ¼ z (T, p) is described in Sect. 8.3. Thus the seven scalar stress variables will be

linearly related to the seven scalar strain variables. The poroelastic theory consid-

ered here is fully saturated, which means that the volume fraction of fluid is equal to

the porosity, f, of the solid matrix. Darcy’s law, which relates the gradient of the

pore pressure to the mass flow rate, is the subject of Sect. 8.4. The special form of

poroelasticity theory in the case when both the matrix material and the pore fluid are

considered to be incompressible is developed in Sect. 8.5. Formulas for the

undrained elastic coefficients Ŝu as functions of f, the bulk modulus of the pore

fluid, Kf, and drained and matrix elastic constants, Ŝd and Ŝm, respectively, Ŝu ¼
ŜuðŜd; Ŝm;f;KfÞ are developed in Sect. 8.6. The objective of Sects. 8.2, 8.3, 8.4,

8.5, 8.6, and 8.7 is to develop the background for the basic system of equations for

poroelasticity recorded in Sects. 8.8 and 8.9. If the reader would like to have a

preview of where the Sects. 8.2, 8.3, 8.4, 8.5, 8.6, 8.7, and 8.8 are leading, they can

peruse Sect. 8.9 and observe how the various elements in Sects. 8.2, 8.3, 8.4, 8.5,

8.6, 8.7, and 8.8 are combined with the conservation of mass (3.6) and the

conservation of momentum (3.37) to form poroelasticity theory. Examples of

the solutions to poroelastic problems are given in Sect. 8.10 and a summary of

the literature, with references, appears in Sect. 8.11.

8.2 The Stress–Strain-Pore Pressure Constitutive Relation

The basic hypothesis is that the average strain Ê in the RVE of the saturated porous

medium is related, not only to the average stress T̂ in the RVE, but also to the fluid

pressure p in the fluid-filled pores. Thus the stress–strain-pore pressure constitutive

relation for a saturated porous medium linearly relates the strain Ê in the saturated

porous medium not only to the stress T̂, but also to the fluid pressure p in the fluid-

filled pores; this is expressed as the strain–stress-pore pressure relation

Ê ¼ Ŝd � T̂þ Ŝd � Âp (8.1)

or the stress-pore pressure strain relation

T̂þ Âp ¼ Ĉd � Ê; (8.2)

where Ŝd represents the drained anisotropic compliance elastic constants of the

saturated porous medium and Ĉd is its reciprocal, the drained anisotropic elasticity

tensor. This constitutive equation is a modification of the elastic strain-stress relation
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(4.12H) to include the effect of the pore pressure p. The six-dimensional vector

(three-dimensional symmetric second order tensor) Â is called the Biot effective

stress coefficient tensor. When p ¼ 0 the stress–strain-pore pressure relation (8.1)

coincides with the elastic strain-stress relation (5.12H). The porous elastic material is

treated as a composite of an elastic solid and a pore fluid. The Biot effective stress

coefficient vector Â is related not only to the drained effective elastic constants of

porousmatrix material Ŝd, but also to the elastic constants of the solid matrix material

Ŝm. The solid matrix material elastic constants of the porous material are based on an

RVE that is so small that it contains none of the pores (Fig. 4.2). The Biot effective

stress coefficient tensorÂ is related to the difference between effective drained elastic

constants Ŝd and the solidmatrixmaterial elastic compliance tensor Ŝm by the formula

Â ¼ ð1̂� Ĉd � ŜmÞ � Û; (8.3)

where Û ¼ ½1; 1; 1; 0; 0;0�T is the six-dimensional vector representation of the

three-dimensional unit tensor 1. A derivation of (8.3) is given at the end of this

section. Note that the symbol Û is distinct from the unit tensor in six dimensions that

is denoted by 1̂; Û is described in further detail in Sect. A.11, just before (A.165).

The components of Â depend upon both the matrix and drained elastic constants.

The assumption concerning the symmetry of Ŝd is interesting and complex. If the

symmetry of Ŝd is less than transversely isotropic and/or its axis of symmetry is not

coincident with the transversely isotropic axis of symmetry of Ĉd , then the 6D

vector Ĉd in expression (8.3) has, in general, six nonzero components and the

solution to problems is more complicated. However if both Ĉd and Ŝd are

transversely isotropic with respect to a common axis, then

Â ¼ ½Â1; Â1; Â3; 0; 0; 0�T; (8.4)

where

Â1 ¼ 1� ðĈd
11 þ Ĉd

12ÞðŜm11 þ Ŝm12 þ Ŝm13Þ � Ĉd
13ð2Ŝm13 þ Ŝm33Þ;

Â3 ¼ 1� 2Ĉd
13ðŜm11 þ Ŝm12 þ Ŝm13Þ � Ĉd

33ð2Ŝm13 þ Ŝm33Þ:

In the case when both Ĉd and Ŝd are isotropic, it follows that Â is given by aÛ
(a1 in 3D),

Â ¼ aÛ where a ¼ ½1� ðKd/KmÞ�; (8.5)

where a is called the isotropic effective stress coefficient. In most situations there

appears to be little disadvantage in assuming that Ŝd is isotropic. The assumption does

not mean that the real matrix material is actually isotropic, it only means that there

is little error in assuming that it is isotropic because the principal determinant of
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the symmetry of the drained elastic constants, Ĉd , is the arrangement of pores; the

symmetry of the material surrounding the pores, Ŝm, has only a minor effect. These

low consequences of the isotropy assumption for the symmetry of Ŝm have been

discussed by several authors (Shafiro and Kachanov 1997; Kachanov 1999;

Sevostianov and Kachanov 2001; Cowin 2004). The Biot effective stress coefficient

tensorÂ is so named because it is employed in the definition of the effective stressT̂
eff
:

T̂
eff ¼ T̂þ Âp: (8.6)

This definition of effective stress reduces the stress–strain-pressure relation (8.1)

to the same form as (4.12H), thus

Ê ¼ Ŝd � T̂eff
. (8.7)

The advantage of the representation (8.7) is that the fluid-saturated porous

material may be thought of as an ordinary elastic material, but one subjected to

the “effective stress” T̂
eff

rather than an (ordinary) stress T̂.

The matrix elastic compliance tensor Ŝm may be evaluated from knowledge of

the drained elastic compliance tensor Ŝd using composite or effective medium

theory described in Chap. 7. For example, if the matrix material is isotropic and the

pores are dilute and spherical in shape, then the drained elastic material is isotropic

and the bulk and shear moduli, Kd and Gd, are related to the matrix bulk and shear

moduli, Km and Gm, and Poisson’s ratio nm by

Kd ¼ Km � fKm

1� Km=ðKm þ ð4=3ÞGmÞ ;
Gd

Gm ¼ 1� 15ð1� nmÞf
7� 5nm

; (8.8)

where f is the porosity associated with the spherical pores. Problem 8.2.2 at the end

of this section derives the expressions (8.8) from the formulas (7.16). If the porosity

f and the drained constants Kd andGd are known, the formulas (8.8) may be used to

determine the matrix bulk and shear moduli, Km and Gm, recalling that for

an isotropic material the Poisson’s ratio nm is related to Km and Gm by nm ¼
(3Km � 2Gm)/(6Km + 2Gm), see Table 6.2. As an example, if Kd ¼ 11.92 GPa,

Gd ¼ 4.98 GPa and f ¼ 0.5, then Km ¼ 16.9 GPa and Gm ¼ 5.48 GPa.

The final consideration in this section is the derivation of the formula (8.3) for

the Biot effective stress coefficient tensor Â. The material in this paragraph follows

the derivation of the formula by Carroll (1979). In his proof, which generalized the

elegant proof of Nur and Byerlee (1971) from the isotropic case to the anisotropic

case, Carroll (1979) begins by noting that the response of the fluid-saturated porous

material may be related to that of the drained material by considering the loading

t ¼ T � n on Oo; t ¼ �pn onOp; loadingð8:9Þ (8.9)
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where Oo and Op represent the outer boundary of the porous medium and the pore

boundary, respectively. This loading is illustrated for a cube of material (only a

cross-section is visible) in Fig. 8.1. The pores in this porous material are represented

by ellipsoids which appear as ellipses in the cross-section of Fig. 8.1. The pressure

on the walls of the ellipse is indicated by the arrows perpendicular to the walls,

t¼ �pn on Op.

The tractions on the exterior boundary, t ¼ T � n on Oo, are indicated by the

arrows slanted with respect to the lines forming the boundary of the square and

acting on that boundary.

The first key to this proof is to treat the loading (8.9) as the superposition of two

separate loadings:

t ¼ �pn onOo; t ¼ �pn onOp; loading ð8:10Þ (8.10)

and

t ¼ T � nþ pn on Oo; t ¼ 0 on Op; loading ð8:11Þ: (8.11)

The loading (8.10) is illustrated in Fig. 8.2a; this loading creates a uniform

hydrostatic pressure p in the matrix material and, consequently, a uniform strain if

Fig. 8.1 Cartoon of the total loading for a cube of material (only a cross-section is visible)

representing a mechanically loaded portion of a saturated anisotropic compressible poroelastic

medium. The pores in this porous material are represented by ellipsoids which appear as ellipses in

the cross-section; however pore shape and pore connectivity is unrestricted. The pressure on the

walls of the ellipse is indicated by the arrows perpendicular to the walls, t ¼ �pn on Op, where Op

represents the boundaries of the pores. The tractions on the exterior boundary, t ¼ T � n on Oo,

where Oo represents the outer boundary of the porous medium, are indicated by the arrows slanted
with respect to the lines forming the boundary of the square and acting on that boundary

8.2 The Stress–Strain-Pore Pressure Constitutive Relation 207



Fig. 8.2 (a) Cartoon of the loading (11) for a cube of material (only a cross-section is visible)

representing a mechanically loaded portion of a saturated anisotropic compressible poroelastic

medium. This loading creates a uniform hydrostatic pressure p in the matrix material and,

consequently, a uniform strain if the porous material is homogeneous. The strain in the porous

material is then the same as that in the matrix material; in effect, uniform straining of the matrix

material results in the same straining of the pore space. Nur and Byerlee (1971) illustrate this

clearly by pointing out that the loading (8.10) of the solid is achieved by filling the pores with the

matrix material, as illustrated in (b). (b) Cartoon of the loading (8.10) for a cube of material (only a

cross-section is visible) equivalent to the cartoon of the loading (8.10) in (a). The fact that (a)–(c)

are mechanically equivalent is one of the keys to understanding this proof. The loading (8.10)

creates a uniform hydrostatic pressure p in the matrix material and, consequently, a uniform strain

if the porous material is homogeneous. The strain in the porous material is then the same as that in

the matrix material; in effect, uniform straining of the matrix material results in the same straining
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the porous material is homogeneous. The strain in the porous material is then the

same as that in the matrix material; in effect, uniform straining of the matrix

material results in the same straining of the pore space. Nur and Byerlee (1971)

illustrate this clearly by pointing out that the loading (8.10) of the solid is achieved

by filling the pores with the matrix material. This is illustrated in Fig. 8.2b. Filling

the pores with the matrix material has created in the cube a uniform material in

which the pressure everywhere is the same. Thus there is no difference in the

pressure and strain fields in Fig. 8.2a from those in Fig. 8.2b. Both Fig. 8.2a, b have

the same pressure p acting everywhere and the same homogeneous strain. With a

little reflection the reader will see that the conclusion that has just been drawn is

independent of the shape, size, and connectivity between the pores. Thus, rather

than ellipsoids, the pores of Fig. 8.2a could all be of arbitrary shape and size and

they could all be connected as shown in Fig. 8.2c, but the same pressure p acts

everywhere as well as the same homogeneous strain, just as in all three Fig. 8.2a–c.

The resulting strain Ê
ð8:10Þ

for loading (8.10) in the homogeneous matrix material is

then uniform, and it is given by

Ê
ð8:10Þ ¼ �pŜm � Û; (8.12)

where the tensor equation T ¼ �p1 in 3D has been written in 6D as T̂ ¼ �pÛ.
Since the pore pressure in loading (8.11) is zero, the exterior surface loading

ðt ¼ T � nþ pn on Oo) may be considered as being applied to a drained elastic

material, Fig. 8.3. The resulting strain Ê
ð8:11Þ

is given by

Ê
ð8:11Þ ¼ Ŝd � ðT̂þ pÛÞ (8.13)

�

Fig. 8.2 (continued) of the pore space. Nur and Byerlee (1971) illustrate this clearly by pointing

out that the loading (8.10) of the solid is achieved by filling the pores in (a) with the matrix

material, as illustrated in this figure. It is also important to note that this conclusion is independent

of the shape of the pores and their connectivity with each other and with the external environment

as long as the external environment is at a pressure p; see (c). (c) Cartoon of the loading (8.10) for a
cube of material (only a cross-section is visible) equivalent to the cartoon of the loading (8.10) in

(a)–(c). The fact that (a)–(c) are mechanically equivalent is one of the keys to understanding this

proof. The loading (8.10) creates a uniform hydrostatic pressure p in the matrix material and,

consequently, a uniform strain if the porous material is homogeneous. The strain in the porous

material is then the same as that in the matrix material; in effect, uniform straining of the matrix

material results in the same straining of the pore space. Nur and Byerlee (1971) illustrate this

clearly by pointing out that the loading (8.10) of the solid is achieved by filling the pores in (a) with

the matrix material, as illustrated in (b). As this figure illustrates, it is also important to note that

this conclusion is independent of the shape of the pores and their connectivity with each other and

with the external environment as long as the external environment is at a pressure p
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and the total strain due to the loadings (8.10) plus (8.11) is the total strain due to the

loading (8.9)

Ê
ð8:9Þ ¼ Ê

ð8:10Þ þ Ê
ð8:11Þ ¼ Ŝd � T̂þ pðŜd � ŜmÞ � Û: (8.14)

Figures 8.1, 8.2a, and 8.3 correspond to the loadings (8.9), (8.10), and (8.11)

respectively, and the strains Ê
ð8:9Þ

, Ê
ð8:10Þ

, and Ê
ð8:11Þ

have the same respective

correspondence. It is easy to see that (8.14) may be rewritten as

Ê ¼ Ŝd � ðT̂þ ð1̂� Ĉd � ŜmÞ � ÛpÞ; (8.15)

where Ê ¼ Ê
ð8:9Þ

is the total strain. Comparing this result with (8.1) it may be seen

that the Biot effective stress coefficient tensor Â is given by (8.3). Note that this

proof is based on superposition that is a characteristic of linear systems and thus

applies to all the considerations of linear compressible poroelasticity, isotropic or

anisotropic, but fails when the deformations are no longer infinitesimal.

Problems

8.2.1. Show that the representation (8.4) for Â in the case when both Ĉd and Ŝd are

transversely isotropic with respect to a common axis reduces to (8.5) when

both Ĉd and Ŝd are isotropic.

8.2.2. Derive the expressions (8.8) for Kd and Gd in terms of the volume fraction f,
matrix bulk and shear moduli, Km and Gm, and Poisson’s ratio nm from the

formulas (7.20).

Fig. 8.3 Cartoon of the

loading (8.11) for a cube of

material (only a cross-section

is visible). Observe that the

loadings (8.10) and (8.11)

may be superposed to produce

the total loading (8.9),

illustrated in Fig. 8.1. This

loading consists of a surface

traction that is the sum of

the actual surface traction t ¼
T � n and the superposed pore

pressure, t ¼ T � nþ pn on

Oo, the external surface. The

surface traction on the pores

is zero
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8.3 The Fluid Content-Stress-Pore Pressure

Constitutive Relation

The basic field variables for poroelasticity are the total stress T̂, the pore pressure p,

the strain in the solid matrix Ê, and the variation in (dimensionless) fluid content z.
The variation in fluid content z is the variation of the fluid mass per unit volume of

the porous material due to diffusive fluid mass transport. In terms of the volume

fraction of fluid f (f is also the porosity in a fluid-saturated porous medium), the

fluid density rf, and initial values of these two quantities rfo and fo respectively,

are defined as

z � rff� rfofo

rfo
¼ rf

rfo
f� fo: (8.16)

It is important to note that the variation in fluid content z may be changed in two

ways, either the density of the fluid rf may change from its reference value of rfo, or
the porosity fmay change from its reference value of fo. This set of variables may

be viewed as the conjugate pairs of stress measures (T̂, p) and strain measures (Ê, z)
appearing in the following form in an expression for work done on the poroelastic

medium: dW ¼ T̂ � dÊþ p dz. Thus the pressure p is viewed as another component

of stress, and the variation in fluid content z is viewed as another component of

strain; the one conjugate to pressure is the expression for work. It follows that the

variation in fluid content z is linearly related to both the stress T̂ and the pore

pressure p,

z ¼ Â � Ŝd � T̂þ Cd
effp where Cd

eff ¼
1

Kd
Reff

� 1

Km
Reff

þ f
1

Kf
� 1

Km
Reff

� �
(8.17)

or related, using (8.2) to both the strain Ê and the pressure p, by

z ¼ Â � Êþ Lp; L ¼ Cd
eff � Â � Ŝd � Â (8.18)

and where the various super- and subscripted K’s are different bulk moduli; for

example, Kf is the bulk modulus of the pore fluid. Before introducing formulas for

the other two bulk moduli in (8.17), note that the isotropic elastic compliance tensor

Ŝ twice contracted with Û, the six-dimensional vector representation of the three-

dimensional unit tensor 1, Û � Ŝ � Û (see (A.166)), is equal to 3(1 � 2n)�1, which, in

turn, is the reciprocal of the bulk modulus (see Table 7.2),

Û � Ŝ � Û ¼ 3ð1� 2nÞ
E

� 1

K
: (8.19)
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Hill (1952) showed that KReff ¼ ðÛ � Ŝ � ÛÞ�1
, where Ŝ is now the anisotropic

elastic compliance tensor, is the Reuss lower bound on the effective (isotropic)

bulk modulus of the anisotropic elastic material Ŝ and that the Voigt effective bulk

modulus of an anisotropic elastic material, KVeff ¼ ðÛ � Ŝ�1 � ÛÞ=9 , is the upper

bound,

ðÛ � Ŝ � ÛÞ�1 ¼ KReff � Keff � KVeff ¼ ðÛ � Ŝ�1 � ÛÞ=9: (8.20)

In the case of isotropy the two bounds coincide with the isotropic bulk modulus,

K, thus:

1

KReff

¼ 1

KR

¼ 1

Keff

¼ 1

KVeff

¼ 1

KV

¼ ðÛ � Ŝ � ÛÞ�1 ¼ Û � Ŝ�1 � Û
9

¼ 3ð1� 2nÞ
E

� 1

K
; (8.21)

where E is the isotropic Young’s modulus and n is the Poisson’s ratio and where the
subscript eff is no longer applicable because these K’s are the actual bulk moduli

rather than the effective bulk moduli. The Reuss effective bulk modulus of an

anisotropic elastic material KReff occurs naturally in anisotropic poroelastic theory

as shown, but not noted, by Thompson andWillis (1991). In analogy with this result

(8.19), Û � Ŝ � Û is defined as the inverse of the effective bulk modulus (1/K) when
the material is not isotropic. Thus, for the orthotropic drained elastic compliance

tensor Ŝ
d
, and the matrix of the orthotropic elastic compliance tensor Ŝd , the

following definitions, which were employed in (8.17), are introduced:

1

Kd
eff

¼ Û � Ŝd � Û ¼ 1

Ed
1

þ 1

Ed
2

þ 1

Ed
3

� 2nd23
Ed
2

� 2nd31
Ed
3

� 2nd12
Ed
1

; (8.22)

1

Km
eff

¼ Û � Ŝd � Û ¼ 1

Em
1

þ 1

Em
2

þ 1

Em
3

� 2nm23
Em
2

� 2nm31
Em
3

� 2nm12
Em
1

: (8.23)

Using these notations the formula for L, (8.18), may be recast in terms of the

effective bulk moduli. Using (8.3) note that,

Â � Ŝd � Â ¼ 1

Kd
Reff

� 2

Km
Reff

þ Û � Ŝd � Ĉd � Ŝd � Û; (8.24)

where (8.19) and (8.22) have been employed. Substituting this result into (8.18) and

employing (8.17) to remove Cd
eff , it follows that

L ¼ 1

Km
Reff

þ f
1

Kf
� 1

Km
Reff

� �
� Û � Ŝd � Ĉd � Ŝd � Û: (8.25)
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Problems

8.3.1. Prove that Û � T̂ ¼ tr T.

8.3.2. Show that the isotropic elastic compliance tensor Ŝ, twice contracted with Û,
the six-dimensional vector representation of the three-dimensional unit ten-

sor 1, Û � Ŝ � Û, is given by (8.19).

8.3.3. Show that, in the case of isotropy, Â is given by aÛ, where a is the isotropic

effective stress coefficient given by a ¼ [1 � (Kd/Km)].

8.3.4. In the case of isotropy show that Û � Ŝd � Ĉd � Ŝd � Û is equal toKd
Reff=ðKm

ReffÞ2,
and thus Â � Ŝd � Â is given byÂ � Ŝd � Â ¼ 1

Kd � a
Km and L ¼ 1

Km
Reff

þ fð 1
Kf �

1
KmÞ � Kd

ðKmÞ2 .

8.4 Darcy’s Law

The constitutive equations of poroelasticity developed thus far are the strain–stress-

pore pressure relations (8.1) and the fluid content-stress-pore pressure relation

(8.17). The other constitutive relation of poroelasticity is Darcy’s law, which relates

the fluid mass flow rate, rfv, to the gradient (rp) of the pore pressure p,

q ¼ ðfrf=rfoÞv ¼ �HðpÞrpðx; tÞ;HðpÞ ¼ HTðpÞ; ð4:36DÞ repeated

where the symmetry in H has been shown to hold for material symmetries greater

than monoclinic (Chap. 4). In this equation rf is the fluid density and rfo is a

reference value of the fluid density. It will be assumed thatH is independent of pore

fluid pressure and that H ¼ K/m, where K is the intrinsic Darcy’s law permeability

tensor, and m is the fluid viscosity. The intrinsic permeability tensor K has units of

length squared and is a function of the porous structure only, not the fluid in the

pores; thus Darcy’s law takes the form

q ¼ ðfrf=rfoÞv ¼ �ð1=mÞKrpðx; tÞ;K ¼ KT; (8.26)

where it has been shown that the symmetry in K holds for material symmetries

greater than monoclinic and where the volume flux q has the dimension of velocity

because it is the volume flow rate per unit area. In the case of isotropy, Darcy’s law

is written in the form

q ¼ ðfrf=rfoÞv ¼ �ðk=mÞrpðx; tÞ: (8.27)

Recall from Sect. 1.8 the lumped parameter model for Darcy’s law and consider

that idea again in the present context. Also, recall from Sect. 7.5 that it was shown
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how the Darcy permeability law could be obtained from a model for the flow of a

viscous fluid through a rigid porous solid. These ideas, plus the example of the

compressed, fluid-saturated sponge described in Sect. 8.1, convey the physical

meaning of Darcy’s law in three different models.

8.5 Matrix Material and Pore Fluid

Incompressibility Constraints

The two incompressibility constituent-specific constraints for poroelasticity are that

matrix material and the pore fluid is incompressible. These two incompressibility

constraints are kinematic in nature, requiring that both materials experience no

volume change at any stress level. Constraints of this type introduce an indetermi-

nate pressure in both the fluid and the matrix material that must be equal in both

materials at any location from the requirement of local force equilibrium. Thus the

two assumptions are compatible.

The requirement that the fluid be incompressible is implemented by requiring

that the reciprocal of the bulk modulus of the fluid tends to zero as the instantaneous

density tends to the initial density, lim
rf!rfo

1
Kf ! 0, or by imposing the condition that

the fluid density rf be a constant; thus rf and its initial value rfo are equal. Recall
that, in the case of a compressible fluid above, the value of the fluid content z can
change if the fluid density changes or if the porosity changes. However, in the case

of the incompressible fluid since rf ¼ rfo, the fluid content z (8.16) can change only
if the porosity changes,

z ¼ f� fo: (8.28)

A similar change occurs for the Darcy’s law (8.17) when rf ¼ rfo,

q ¼ fv ¼ �ð1=mÞKrpðx; tÞ;K ¼ KT: (8.29)

The requirement that the matrix material be incompressible involves a slightly

longer development. Hooke’s law for the matrix material is written as

Ê
m ¼ ŜdT̂

m
(8.30)

and the incompressibility constraint for the matrix material is the requirement that

the dilatational strain,

Û � Êm ¼ tr Em ¼ Em
kk ¼ Û � Ŝd � T̂m ¼ T̂

m � Ŝd � Û (8.31)

vanish for all possible stress states T̂
m
, thus

Û � Êm ¼ 0 ) Û � Ŝd ¼ Ŝd � Û ¼ 0: (8.32)
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The components of the vector Û � Ŝd ¼ Ŝd � Û are given by

Û � Ŝd ¼ 1

Km
1

;
1

Km
2

;
1

Km
3

;
1

Km
4

;
1

Km
5

;
1

Km
6

� �
; (8.33a)

where

1

Km
a
¼ Sma1 þ Sma2 þ Sma3 ða ¼ 1; . . . ; 6Þ (8.33b)

in the case of no (triclinic) symmetry, and by

Û � Ŝm ¼ 1

Km
1

;
1

Km
2

;
1

Km
3

; 0; 0; 0

� �
;

1

Km
1

¼ 1� nm12 � nm13
Em
1

;

1

Km
2

¼ 1� nm21 � nm23
Em
2

;
1

Km
3

¼ 1� nm13 � nm32
Em
3

;

Û � Ŝm ¼ 1

Km
1

;
1

Km
1

;
1

Km
3

; 0; 0; 0

� �
;

1

Km
3

¼ 1� 2nm31
Em
3

;
1

Km
1

¼ 1

Km
2

¼ 1� nm12 � nm13
Em
1

¼ 1� nm21 � nm23
Em
2

;

Û � Ŝm ¼ 1

Km ½1; 1; 1; 0; 0; 0�; 1

Km ¼ 1� 2nm

Em ; Û � Ŝm � Û ¼ 3

Km
1

¼ 1

Km

¼ 3ð1� 2nmÞ
Em (8.34)

in the cases of orthotropic, transversely isotropic, and isotropic symmetries, respec-

tively.Asmay be seen from (8.33) the incompressibility conditionÛ � Ŝd ¼ Ŝd � Û ¼ 0

requires that Ŝd be singular, Det Ŝd ¼ 0. From (8.32) and (8.34) the incompressibility

condition Û � Ŝd ¼ Ŝd � Û ¼ 0 is expressed in terms of Poisson’s ratios for the

orthotropic, transversely isotropic and isotropic symmetries by

nm12 ¼
Em
1 E

m
3

Em
2 ðEm

1 þ Em
3 Þ

; nm13 ¼ 1� Em
1 E

m
3

Em
2 ðEm

1 þ Em
3 Þ

; nm23 ¼
Em
1

Em
1 þ Em

3

; (8.35)

nm12 ¼ 1� Em
1

2Em
3

; nm13 ¼
Em
1

2Em
3

; nm31 ¼
1

2
(8.36)

and nm ¼ 1=2, respectively.
The significance of these incompressibility results is illustrated here by simple

geometric considerations. Consider an incompressible isotropic material for which

one must have nm ¼ 1=2 . If a cube of this material with a volume Vo ¼ a3 is

extended by a uniform tensile stress in one direction, the length in that extension

direction becomes aþ DEXa and the lengths of the other two faces become aþ Da.
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The new volume is thenV ¼ ðaþ DEXaÞðaþ DaÞ2, which when higher order terms

are neglected, becomes V ¼ Vo þ a2ðDEXaþ 2DaÞ. It follows that if there is to be

no volume change, V ¼ Vo, then the two transverse sides actually contract by an

amount Da ¼ �ð1=2ÞDEXa . Dividing both sides of Da ¼ �ð1=2ÞDEXa by a it

follows that the strain in the transverse direction e is equal to one-half the strain in

the tension direction, e ¼ �(1/2)eT. Recalling the definition of Poisson’s ratio, it

follows that nm ¼ 1=2 for the material in this example.

Only two of three sets of poroelastic constitutive equations described in the

previous section are influenced by these two incompressibility constraints. Darcy’s

law is unchanged because in both cases it is based on the assumption that the

movement of the boundaries of the pores is a higher order term that is negligible and

thus the law has the same form in the compressible and incompressible cases as it

would have in a rigid porous material. The stress–strain-pore pressure and the fluid

content-stress-pore pressure are modified in the case of incompressibility from their

forms in the compressible case. The stress–strain-pore pressure relation (8.1) for the

incompressible case is given by

Ê ¼ Ŝ
d � ðT̂þ ÛpÞ (8.37)

for Û � Ŝd ¼ 0 since the Biot effective stress coefficient tensor Âgiven by (8.3) takes

the form

Â ¼ Û (8.38)

for Û � Ŝd ¼ 0. The definition of the effective stress T̂
eff

T̂
eff ¼ T̂þ Ûp (8.39)

changes for the incompressible case and the Hooke’s law (8.7) holds in the

incompressible case with this revised definition of T̂
eff
.

Since the reciprocals of Km
Reff and K

f vanish in the case of incompressibility, the

fluid content-stress-pore pressure relation (8.17) is modified in the case of

incompressibility to the form

z ¼ Û � Ŝd � T̂þ p

Kd
Reff

where Cd
eff ¼

1

Kd
Reff

¼ Û � Ŝd � Û (8.40)

thus, from (8.25), (8.38), (8.40) and the vanishing of the reciprocals of the bulk

moduli of the fluid and the matrix material, it follows that

z ¼ Û � Ê and L ¼ 0: (8.41)
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The specialization of (8.32) to the case of incompressibility recovers the obvious

consequence of the assumption of material matrix incompressibility,

1

Km
Reff

¼ Û � Ŝd � Û ¼ 0 (8.42)

for Û � Ŝd ¼ 0. The pore pressure is given by (8.18) as

p ¼ 1

L
½z� ðÂ � ÊÞ� (8.43)

and one can observe from the preceding that, for incompressibility,

L ! 0 and ½z� ðÂ � ÊÞ� ! 0 (8.44)

and it follows that the pressure p given by (8.43) becomes indeterminate in the

formula (8.43) as the porous medium constituents become incompressible. A

Lagrange multiplier is then introduced (Example 6.4.1), thus (8.39) above now

applies. The convention that there are two very different meanings associated with

the symbol for pore pressure p is maintained here. In the compressible case p is a

thermodynamic variable determined by an equation of state that includes the

temperature and the specific volume of the fluid as variables, but in the incompress-

ible case p is a Lagrange multiplier whose value is determined by the boundary

conditions independent of the temperature and the specific volume of the fluid.

Problems

8.5.1. Show that (8.17) reduces to z ¼ Â � Ŝd � T̂þ ð 1
Kd
Reff

� 1
Km
Reff

Þp where Cd
eff ¼ 1

Kd
Reff

� 1
Km
Reff

when the bulk moduli of the matrix material and the fluid are equal.

8.5.2. Show that (8.17) reduces to (8.40) when the matrix material and the fluid are

assumed to be incompressible.

8.6 The Undrained Elastic Coefficients

If no fluid movement in the poroelastic medium is possible, then the variation

in fluid content z, that is to say the variation of the fluid volume per unit volume of

the porous material due to diffusive fluid mass transport, is zero. In this situation

(8.17) may be solved for p; thus the pore pressure is related to the solid stress T̂ by

p ¼ �B̂ � T̂, where

B̂ ¼ 1

Cd
eff

Ŝ
d � Â ¼ 1

Cd
eff

ðŜd � ŜdÞ � Û: (8.45)
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Skempton (1954) first introduced the components of the tensor B̂ , thus it is

reasonable to call the tensor B̂ the Skempton compliance difference tensor. In the

case of incompressibility, it follows from (8.45), (8.40), and (8.38) that the

Skempton compliance difference tensor in the incompressible case is given by

B̂ ¼ Kd
Reff Ŝ

d � Û (8.46)

from which it follows, with use of (8.31), that

Û � B̂ ¼ Kd
ReffÛ � Ŝd � Û ¼ 1 (8.47)

in the incompressible case. For the isotropic compressible case the Skempton

compliance difference tensor has the form,

B̂ ¼ S

3
Û; or B̂1 ¼ B̂2 ¼ B̂3 ¼ S

3
; B̂4 ¼ B̂5 ¼ B̂6 ¼ 0; (8.48)

where S is the Skempton parameter,

S ¼ a
CdKd

: (8.49)

The subscript eff is removed from Cd
eff as well as all the K’s in (8.17) because

these K’s are the actual bulk moduli for the isotropic material rather than

the effective isotropic bulk moduli of an anisotropic material. It follows from

p¼ �B̂ � T̂ that, in case of an isotropic and compressible medium, p ¼ �ðS=3ÞÛ � T̂
¼ �ðS=3Þtr T. Note that ifKf ¼ Km, thenCd ¼ a=Kd and S ¼ 1 whether or not these

constituents are incompressible. In the isotropic compressible case (8.45) may be

used to show that Â ¼ SKdCdÛ. In the isotropic incompressible case the Skempton

parameter S is equal to 1, thus p ¼ �ð1=3ÞÛ � T̂ ¼ �ð1=3Þtr T. It also follows in the
isotropic incompressible case that Kd ¼ 1=Cd and Â ¼ Û, as shown by (8.38).

In the case of compressibility, the undrained elastic coefficients Ŝ
u
are related to

the drained elastic constants Ŝ
d
and the tensor Â by

Ŝ
u ¼ Ŝ

d � Ŝ
d � Â� B̂ ¼ Ŝ

d � 1

Cd
eff

ðŜd � Â� Ŝ
d � ÂÞ: (8.50)

In the case of incompressibility, the undrained elastic coefficients Ŝ
u
are related

to the drained elastic constants Ŝ
d
by

Ŝ
u ¼ Ŝ

d � Kd
ReffðŜ

d � Û� Ŝ
d � ÛÞ (8.51)
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a result that follows from (8.50) with the application of (8.40). When (8.51) is

dotted with Û and (8.40) again employed, it follows that the undrained elastic

coefficients are also incompressible in the case of assumed incompressibility of the

matrix material and the fluid, as one would anticipate:

Û � Ŝu ¼ Û � Ŝd � Kd
ReffðÛ � Ŝd � Û� Ŝ

d � ÛÞ ¼ Û � Ŝd � Ŝ
d � Û ¼ 0: (8.52)

In the isotropic compressible case (8.49) reduces to formulas for the undrained

bulk modulus Ku (where Ku ¼ ðÛ � Ŝu � ÛÞ�1
) and the undrained Poisson’s ratio nu

in terms of nd, Kd, Kf, Km, and f, thus

Ku ¼ Kd þ Kfð1� ðKd=KmÞÞ2
Kf=Kmð1� ðKd=KmÞÞ � fþ f

and

nu ¼ 3nd þ Sð1� 2ndÞð1� ðKd=KmÞÞ
3� Sð1� 2ndÞð1� ðKd=KmÞÞ : (8.53)

In the isotropic incompressible case (8.53) reduces to 1=Ku ¼ 0 and nu ¼ 1=2,
consistent with the general result for incompressibility for the undrained constant

set. It follows that Eu ¼ 3G.

Problems

8.6.1. Expand the second equality in (8.50) as a six-by-six matrix equation.

8.6.2. Expand the second equality in (8.50) as a six-by-six matrix equation for the

special case of transversely isotropic symmetry using the technical elastic

constants, i.e., Young’s moduli and Poisson’s ratios.

8.6.3. Show that (8.53) are a consequence of the two equations (7.20). Do this by

working backward; start with (8.53) and substitute Kd and Gd from (8.8),

a ¼ [1 � (Kd/Km)] and employ the relations between the elastic isotropic

constants listed in Table 7.2. The mechanics of solving this problem is

straightforward algebraic substitution. However, it can become a task if

one is not careful to keep the algebraic objective in view. Try using a

symbolic algebra program.

8.7 Expressions of Mass and Momentum Conservation

The conservation of mass is expressed by the equation of continuity,

@r
@t

þr � ðrvÞ ¼ 0: ð3:6Þ repeated

The form of the mass conservation equation (3.6) is altered to apply to the pore

fluid volume by first replacing r by frf in (3.6) and then dividing the equation

through by rfo, thus
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1

rfo

@frf
@t

þ 1

rfo
r � ðfrfvÞ ¼ 0: (8.54)

The form of (8.54) is changed by use of the time derivative of (8.16),

@z
@t

¼ 1

rfo

@frf
@t

(8.55)

and (8.26), thus

@z=@tþr � q ¼ 0: (8.56)

In the case of incompressibility, rf ¼ rfo, and (8.54) becomes

@f
@t

þr � ðfvÞ ¼ 0: (8.57)

The stress equations of motion in three dimensions,

r€u ¼ r � Tþ rd; T ¼ TT; ð3:37Þ repeated

have no simple representation in 6D vector notation, and the conventional notation

is employed; €u represents the acceleration and d the action-at-a-distance force.

Problems

8.7.1. Evaluate each of the following formulas in the limit as f ! 0 (note that

f ! 0 implies fo ! 0): (a) (8.8), (b) (8.13), (c) (8.17), (d) (8.22), (e) (8.27),

(f) (8.49), (g) (8.50), (h) (8.53), (i) (8.54).

8.7.2. Evaluate each of the following formulas in the limit as f ! 1 (note that

f ! 1 implies fo ! 1): (a) (8.3), (b) (8.2), (c) (8.17), (d) (8.18). The last

two results requires the easily justified restriction that 1=Km
eff ! 0 as f ! 1.

8.8 The Basic Equations of Poroelasticity

Anoverview of the theory of poroelasticmaterials can be obtained by considering it as

a system of 18 equations in 18 scalar unknowns. This system of equations and

unknowns, a combination of conservation principles and constitutive equations, is

described in this section. The 18 scalar unknowns are the six components of the stress

tensorT, the fluid pressure p, the fluid density rf, the variation in fluid content z, the six
components of the strain tensorE and the three components of the displacement vector

u. The 18 scalar equations of the theory of poroelastic solids are the six equations of

the strain–stress-pressure relation (8.1), the six strain displacement relations (2.49),
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2E ¼ ((D � u)T + D � u), the three equations of motion (3.37), the one fluid

content-stress-pressure relation (8.17) (or the one fluid content-strain-pressure relation

(8.18)) and the one mass conservation equation (8.56) and a relation between the fluid

pressure and the density p ¼ p(rf) which is not specified here. The parameters of a

poroelasticity problem are the drained effective elastic constants of porous matrix

material Ŝ
d
, the Biot effective stress coefficients Â, Cd

eff , the fluid viscosity m, the
intrinsic permeability tensor K, and the action-at-a-distance force d, which are all

assumed to be known. If the displacement vector u is taken as the independent

variable, no further equations are necessary. However, if it is not, use of the compati-

bility equations (2.54) is necessary to insure that the displacements are consistent.

There are many methods of approach to the solution of poroelastic problems for

compressible media. The method selected depends upon the information that is

provided and the fields that are to be calculated. One approach that has been

effective is to solve for the variation in fluid content z if the stress or the strain

field is known or may be calculated without reference to the variation in fluid

content z. The diffusion equation for the variation in volume fraction is obtained by

first substituting Darcy’s law (8.17) into the expression (8.56) for the conservation

of mass and subsequently eliminating the pore pressure by use of (8.43), thus

@z
@t

� 1

mL
K̂ � Ôz ¼ � 1

mL
K̂ � Ô½Â � Ê�: (8.58)

This shows that the time rate of change of the fluid content z is due either to fluid
flux or to volume changes caused by the strain field. It is possible to replace the

strain on the right hand side of (8.58) by stress in which case (8.58) becomes

@z
@t

� 1

mCd
eff

K̂ � Ôz ¼ � 1

mCd
eff

K̂ � Ô½Â � Ŝd � T̂�: (8.59)

Diffusion equations for the pressure field are also employed in the solution of

poroelastic problems. The first diffusion equation for the pore pressure field is

obtained by substituting Darcy’s law (8.17) into the expression (8.56) for the

conservation of mass and subsequently eliminating the variation in fluid content z
by use of (8.17), thus

@p

@t
� 1

mL
K̂ � Ôp ¼ � 1

L
Â � @Ê

@t
: (8.60)

The alternative diffusion equation for the pore pressure field is obtained by

replacing the strain on the right hand side of (8.60) by stress, thus

@p

@t
� 1

mCd
eff

K̂ � Ôp ¼ 1

Cd
eff

Û � ðŜm � Ŝ
dÞ � @T̂

@t

 !
: (8.61)
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For an orthotropic material equation (8.61) may be written in the following form:

Ceff

@p

@t
� 1

m
K11

@2p

@x21
� 1

m
K22

@2p

@x22
� 1

m
K33

@2p

@x23

¼ � 1

Ed
1

� nd12
Ed
1

� nd31
Ed
3

� 1

Em
1

þ nm12
Em
1

þ nm31
Em
3

� �
@T11

@t

�

þ 1

Ed
2

� nd12
Ed
1

� nd23
Ed
2

� 1

Em
2

þ nm12
Em
1

þ nm23
Em
2

� �
@T22

@t

þ 1

Ed
3

� nd23
Ed
2

� nd31
Ed
3

� 1

Em
3

þ nm23
Em
2

þ nm31
Em
3

� �
@T33

@t

�
: (8.62)

The boundary conditions on the pore pressure field customarily employed in the

solution of this differential equation are (1) that the external pore pressure p is specified
at theboundary (a lowerpressurepermitsflowacross theboundary), (2) that thepressure

gradientrp at the boundary is specified (a zero pressure gradient permits noflowacross

the boundary), (3) that some linear combination of (1) and (2) is specified.

Problem

8.8.1. Verify that (8.62) follows from (8.61) once the assumption of orthotropy is

made. Record the form of (8.62) for transversely isotropic symmetry.

8.9 The Basic Equations of Incompressible Poroelasticity

In this section the development of compressible poroelasticity as a system of

eighteen equations in 18 scalar unknowns presented in the previous section is

specialized to the case of incompressibility. The result is a system of 17 equations

in 17 scalar unknowns because the fluid density rf is a constant, rf ¼ rfo, and no

longer an unknown, and an equation relating the fluid pressure to the fluid density

p ¼ p(rf) does not exist. The other 17 equations in 17 scalar unknowns are the same

except for the constraint of matrix material incompressibility. It is important to note

that only algebraic coefficients of terms are changed by the transition to incom-

pressible components; the order of the differential equations is unchanged. The

diffusion equation (8.61) makes an easy transition to the incompressible case. For

incompressibility it follows from (8.40) that Cd
eff ¼ 1=Kd

Reff and from (8.32) that

Û � Ŝd ¼ Ŝd � Û ¼ 0, thus (8.61) reduces to

1

Kd
eff

@p

@t
� 1

m
K̂ � Ôp ¼ � Û � Ŝd � @T̂

@t

 !
(8.63)

and for an orthotropic material equation (8.63) may be written in the following form:
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1

Kd
eff

@p

@t
� 1

m
K11

@2p

@x21
� 1

m
K22

@2p

@x22
� 1

m
K33

@2p

@x23

¼ � 1

Ed
1

� nd12
Ed
1

� nd31
Ed
3

� �
@T11

@t
þ 1

Ed
2

� nd12
Ed
1

� nd23
Ed
2

� �
@T22

@t
þ 1

Ed
3

� nd23
Ed
2

� nd31
Ed
3

� �
@T33

@t

� �
:

(8.64)

The boundary conditions on the pore pressure field are coincident with those

described at the end of the previous section.

8.10 Some Example Isotropic Poroelastic Problems

Example 8.10.1
Formulate the differential equations governing the problem of determining the

vertical surface settlement of a layer of poroelastic material resting on a stiff

impermeable base subjected to a constant surface loading. The layer, illustrated

in Fig. 8.4, is in the x1, x2 plane and the x3 positive coordinate is in the thickness

direction and it is pointed downward in Fig. 8.4. The surface is subjected to an

applied compressive stress T33 ¼ �P(t), the only nonzero strain component is E33.

The free surface of the layer permits the passage of fluid out of the layer.

Solution: First, since the free surface of the layer permits the passage of fluid and the

supporting base of the layer is impermeable, the boundary conditions on the pore

pressure field are p ¼ 0 at x3 ¼ 0, @p=@x3 ¼ 0 at x3 ¼ L. Next, using the fact that

the only nonzero strain component is E33 (E33 ¼ @u3=@x3 from (3.52)) and that the

applied compressive stress T33 ¼ �P(t) is uniform throughout the layer, the

strain–stress-pressure relations (8.1) specialize to the following:

0 ¼ 1

Ed
fð1þ ndÞT11 � nd trTþ ð1� 2ndÞapg;

0 ¼ 1

Ed
fð1þ ndÞT22 � nd trTþ ð1� 2ndÞapg

@u3
@x3

¼ 1

Ed
f�ð1þ ndÞPðtÞ � nd trTþ ð1� 2ndÞapg:

Fig. 8.4 Illustration of a

layer of poroelastic material

resting on a stiff impermeable

base subjected to a uniform

time varying surface loading
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The solutions of these equations for T11, T22, trT, and T33 are

T11 ¼ T22 ¼ � nd

ð1� ndÞPðtÞ �
ð1� 2ndÞ
ð1� ndÞ ap;

trT ¼ Ed

ð1� 2ndÞ
@u3
@x3

� 3ap ¼ �ð1þ ndÞ
ð1� ndÞPðtÞ �

2ð1� 2ndÞ
ð1� ndÞ ap

and

T33 ¼ �PðtÞ ¼ 3Kd ð1� ndÞ
ð1þ ndÞ

@u3
@x3

� ap

and the single strain component E33, is given by

E33 ¼ @u3
@x3

¼ ð1þ ndÞ
3Kdð1� ndÞ ð�PðtÞ þ apÞ:

The stress equations of motion ((3.37) or (3.38)), or equilibrium in this case,

reduce to the condition that the derivative of the T33 stress component with respect

to x3 must vanish, thus from the equation directly above,

@

@x3
3Kd ð1� ndÞ

ð1þ ndÞ
@u3
@x3

� ap
� �

¼ 0:

Since trE ¼ E33, substitution of E33 into the pressure diffusion equation (8.60),

and use of (8.38) for both material and drained constants yields

@p

@t
� c

@2p

@x23
¼ W

dP

dt
; (8.65)

where

c ¼ cIW

a
; W ¼ að1þ ndÞ

3LKdð1� ndÞ þ a2ð1þ ndÞÞ

and cI represents the value of the constant c when the matrix material and the pore

fluid are incompressible,

cI ¼ K113K
dð1� ndÞ

mð1þ ndÞ :

In the special case when the matrix material and the fluid are incompressible,

c ¼ cIand W ¼ 1. The two following examples examine special solutions of these

equations that may then be specialized to these more special assumptions by the

appropriate selection of c and W.
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Example 8.10.2
Determine the vertical surface settlement of a layer of poroelastic material resting

on a stiff impermeable base subjected to a constant surface loading T33 ¼ �P
(t) ¼ �poh(t). The layer, illustrated in Fig. 8.4, is in the x1, x2 plane and the x3
positive coordinate direction is downward. The conditions for the drainage of the

layer are described in Example 8.10.1.

Solution: Since the applied stress at the surface is constant for times greater than

zero, it follows that equation (8.65) becomes

@p

@t
¼ c

@2p

@x23
;

where the initial pore pressure pI is obtained from the formula for the pore

pressure in an undrained isotropic and compressible medium, p ¼ �ðS=3ÞÛ � T̂ ¼
�ðS=3ÞtrT where

S ¼ a
CdKd

(8.49)

thus

pðx3; 0Þ ¼ pI ¼ aPo

CdKd

in one of the initial conditions on the pressure. The other is that @p=@x3 ¼ 0 at

x3 ¼ L.

Assuming separation of variables, p ¼ Xðx3ÞTðtÞ, it follows from @p=@t ¼ cð@2

p=@x23Þ that

1

cT

@T

@t
¼ 1

X

@2X

@x23
¼ �b2

or

1

T

@T

@t
¼ @ log T

@t
¼ �cb2;

@2X

@x23
þ b2X ¼ 0

thus performing the integration,

TðtÞ ¼ Ce�cb2
t; Xðx3Þ ¼ A cos bx3 þ B sinbx3

and

pðx3; tÞ ¼ ðA cos bx3 þ B sin bx3Þe�cb2
t:
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The condition that @p=@x3 ¼ 0 at x3 ¼ L requires that @p=@x3jx3¼L ¼ bð�A sin

bLþ BcosbLÞe�cb2

¼ 0 which is satisfied by setting A ¼ 0, and cosbL ¼ 0 is

satisfied by setting b ¼ ð1þ 2nÞp=2L where n ¼ 0, 1, 2, . . . . Substituting these

results back into pðx3; tÞ ¼ ðA cos �x3 þ B sin �x3Þe�cZ2t , and summing over all

possible values of n, one obtains the representation

pðx3; tÞ ¼
X1
n¼0

Bn sin
ð1þ 2nÞp

2L
x3

� �
e�cðð1þ2nÞp=2LÞ2t:

The condition that pðx3; 0Þ ¼ pI ¼ aPo=C
dKd then yields

pðx3; 0Þ ¼ pI ¼ aPo

CdKd
¼
X1
n¼0

Bn sin
ð1þ 2nÞp

2L
x3:

If we multiply both sides of the previous equation by sinðð1þ 2mÞpx3=2LÞ ,
integrate the result from 0 to L, and recall the orthogonality relations

Z L

0

sin
ð1þ 2nÞpx3

2L

� �
sin

ð1þ 2mÞpx3
2L

� �
dx3 ¼ L

2
dnm

it follows that

Bn ¼ aPo

CdKd

Z L

0

sin
ð1þ 2nÞpx3

2L

� �
dx3 ¼ 2LaPo

CdKdð1þ 2nÞ
and the solution for the pressure field is

pðx3; tÞ ¼ 2LaPo

CdKd

X1
n¼0

1

ð1þ 2nÞ sin
ð1þ 2nÞp

2L
x3

� �
e�cðð1þ2nÞp=2LÞ2t:

Note that this result satisfies the initial conditions (Figs. 8.5 and 8.6).

Example 8.10.3
Determine the vertical surface settlement of a layer of poroelastic material resting

on a stiff impermeable base subjected to a harmonic surface loading T33 ¼ �PðtÞ
¼ �Poe

iot. The layer, illustrated in Fig. 8.4, is in the x1, x2 plane and the x3 positive
coordinate direction is downward. The conditions for the drainage of the layer are

described in Example 8.10.1.

Solution: Substituting the surface loading PðtÞ ¼ Poe
iot into the pressure diffusion

equation in Example 8.10.1, the diffusion takes the form
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@p

@t
� c

@2p

@x23
¼ ioWPoe

iot;

where the boundary conditions are the same as those in the example above, namely

that p ¼ 0 at x3 ¼ 0 and @p=@x3 ¼ 0 at x3 ¼ L. The solution is obtained by

assuming that the pressure p is of the form pðx3; tÞ ¼ f ðx3Þeiot , thus the partial

differential equation above reduces to an ordinary differential equation,

dimensionless pressure

a

b

pressure

1.2

1

0.8

0.6

0.4

0.2

0.2

0.75
0.5

0.25
0

0
0.002

0.004
0.006

0.008
0.010

0.2

0.4

0.6
0.8

1

0.4 0.6 0.8 1
X

X

τ

−0.2

−0.25

Fig. 8.5 Illustration of the decay of the pressure with time in a layer of poroelastic material resting

on a stiff impermeable base subjected to a constant surface loading. (a) The dimensionless pressure

p(X, t)/Wpo is plotted (ordinate) against the entire range of the dimensionless layer coordinate

X ¼ x3/L from 0 to 1 (abscissa) for dimensionless time t values of 0, 0.0001, 0.001, 0.01, 0.1 and 1.
The top curve with the sinusoidal oscillations is the curve for t ¼ 0. The sinusoidal oscillations

arise because only a finite number of terms (200) of the Fourier series were used to determine the

plot. It is important to note that this curve begins at the origin and very rapidly rises to the value 1,

then begins the (numerically oscillating) decay that is easily visible. The curves for values of t of
0.0001, 0.001 and 0.01 are the first, second and third curves below and to the right of the one for

t ¼ 0. The curves for values of t of 0.1 and 1 both appear as p(X, t)/Wpo ¼ 0 in this plot. (b) The

dimensionless pressure p(X, t)/Wpo is plotted against the entire range of the dimensionless layer

coordinate X ¼ x3/L from 0 to 1 (abscissa) and the range of dimensionless time t from 0 to 0.01
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iofðx3Þ � c
d2f

dx23
¼ ioWpo

after dividing through by eiot. The solution to this ordinary differential equation is

f ðx3Þ ¼ Wpo þ A sinh
x3
L

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s
þ B cosh

x3
L

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s
:

The boundary conditions of the previous example, namely that the pressure is

zero at x3 ¼ 0 and that the pressure gradient is zero at x3 ¼ L yield the following

solution to the original partial differential equation above, thus

pðx3; tÞ ¼ Wpo 1þ tanh

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s
sinh

x3
L

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s
� cosh

x3
L

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s2
4

3
5eiot:

The solution to the problem of semi-infinite domain of poroelastic material

subjected to a harmonic surface loading T33 ¼ �PðtÞ ¼ �poe
iot may also be

obtained without difficulty. This problem is also illustrated in Fig. 8.4 if the stiff

impermeable base is removed. The solution to the original differential equation

above with the boundary conditions that the pressure is zero at x3 ¼ 0 and that the

pressure gradient tends to zero as x3 becomes large is

pðx3; tÞ ¼ Wpoaðx3Þeiot; where aðx3Þ ¼ ½1� e�x3
ffiffiffiffiffiffiffiffi
io=c

p
�:

Fig. 8.6 Illustration of the vertical settlement of a layer of poroelastic material resting on a stiff

impermeable base subjected to a constant surface loading. This is a plot of the function g(t) against
time. The curve underneath the top curve is for a layer twice as thick as the layer of the top curve.

The two curves below are for layers that are five and ten times as thick, respectively, as the layer

associated with the top curve. Compare with Fig. 1.11c
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The derivation of this solution is a problem at the end of the section. The real part

of a(x3) is plotted in Fig. 8.7. This plot has a peak of 1.06702 at x3 ¼ 3.33216 and

then it is asymptotic to the value one as x3 tends to infinity. This indicates that the

depth beyond d ¼ 3.33216√c/o from the surface, where a(x3) has an almost

constant value of one, the pore pressure p is in phase with the surface loading and

proportional to it by the factor W. The interpretation of this result is that the

departure of the pore pressure fluctuations from the undrained solution is confined

to a boundary layer of thickness d. The semi-infinite domain solution is therefore

applicable to the finite layer problem under consideration provided d < L.
The desired settlement of the free surface, u3(0, t) is calculated following the

method of Example 8.10.2 thus

uð0; tÞ ¼ að1þ ndÞWLpo
3Kdð1� ndÞ

ffiffiffiffiffiffiffiffiffiffi
c

ioL2

r
tanh

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s 3
5eiot:

A plot against frequency of the absolute value of the function

ffiffiffiffiffiffiffiffiffiffi
c

ioL2

r
tanh

ffiffiffiffiffiffiffiffiffiffi
ioL2

c

s

determining the amplitude of the settlement of the free surface u3(0, t) is shown in

Fig. 8.8. At very large frequency the poroelastic layer behaves as if it were

undrained, that is to say |u(0, t)| ! 1 as o ! 1. At low frequencies it behaves

as if it were drained, that is to say |u(0, t)| ! 0 as o ! 0.

Problems

8.10.1. Using the assumptions of Example 8.10.1 and the equation (8.50) derive the

pressure diffusion equation

@p

@t
� c

@2p

@x23
¼ W

@P

@t
;

Fig. 8.7 A plot of the

function |a(x3)| against x3.
This plot has a peak of

1.06702 at x3 ¼ 3.33216 and

then it is asymptotic to the

value one as x3 tends to
infinity
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where c and W are given by

c ¼ cIW=a; W ¼ að1þ ndÞ=ð3LKdð1� ndÞ þ a2ð1þ ndÞÞ

and cI represents the value of the constant c when the matrix material and

the pore fluid are incompressible,

cI ¼ K113K
dð1� ndÞ

mð1þ ndÞ :

8.10.2. Verify that the solution to the pressure diffusion differential equation in

Example 8.10.2 satisfies the specified form of the differential equation and

the appropriate boundary and initial conditions.

8.10.3. Determine the flux q3 of the pore fluid from out of the top surface of the

layer in Example 8.10.2.

8.10.4. Verify that the solution to the pressure diffusion differential equation in

Example 8.10.3 satisfies the specified form of the differential equation and

the appropriate boundary conditions.

8.10.5. Determine the pressure distribution in a semi-infinite domain of poroelastic

material subjected to an harmonic surface loading T33 ¼ �PðtÞ ¼ �Poe
iot.

The surface of the domain is in the x1, x2 plane and the x3 positive

coordinate direction is downward. Drainage of the semi-infinite domain is

only allowed at the surface. The solution to the pressure diffusion equation,

@p=@t� cð@2p=@x23Þ ¼ Wð@P=@tÞ

for the semi-infinite domain will determine the pressure field.

8.10.6. Determine the flux q3 of the pore fluid from out of the top surface of the

layer in Example 8.10.3.

Fig. 8.8 Illustration of the

vertical settlement of a layer

of poroelastic material resting

on a stiff impermeable base

subjected to a harmonic

surface loading. A plot of the

absolute value of the functionffiffiffiffiffiffiffi
c

ioL2
p

tanh

ffiffiffiffiffiffiffiffi
ioL2

c

q
against

frequency. See Example 8.8.3
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8.11 Three Approaches to Poroelasticity

There are three different major approaches to the development of the same basic

equations for the theory of poroelasticity. Each approach is rigorous to its own

hypotheses and stems from well-established mathematical and/or physical models

for averaging material properties. The averaging processes are the difference

between the three approaches.

The first approach, the effective medium approach, originates in the solid

mechanics tradition and the averaging process involved is the determination of

effective material parameters from a RVE, as discussed in the work of Hashin and

Shtrikman (1961), Hill (1963) and others. Standard contemporary references are the

books of Christensen (1979) and Nemat-Nasser and Hori (1993). The effective

medium (parameter) approach appears in a primitive form in the early Biot work

(1941) and grows in sophistication with time through the work of Nur and Byerlee

(1971), Rice and Cleary (1976), Carroll (1979), Rudnicki (1985) and Thompson

and Willis (1991). The development of effective moduli/parameter theory over the

last 50 years occurred almost in parallel with the increasing sophistication and

refinement of the original Biot formulation.

The second approach is called the mixture theory approach; mixture theory is

developed in Chap. 10. Mixture theory is based on diffusion models and has a very

different philosophy and a longer history than the RVE approach. It stems from a

fluid mechanics and thermodynamical tradition and goes back to the last century.

Fick and Stefan suggested (Truesdell and Toupin 1960, section 158) that each place

in a fixed spatial frame of reference might be occupied by several different particles,

one for each constituent. This is a Eulerian approach in that the flux of the various

species toward and away from a fixed spatial point is considered. Truesdell (1957)

assigned to each constituent of a mixture in motion a density, a body force density, a

partial stress, a partial internal energy density, a partial heat flux, and a partial heat

supply density. He postulated equations of balance of mass, momentum, and energy

for each constituent and derived the necessary and sufficient conditions that the

balance of mass, momentum, and energy for the mixture be satisfied. Bowen (1967)

summarized the formative years of this subject. For subsequent developments see

Bowen (1976, 1980, 1982) andMüller (1968, 1985). An advantage ofmixture theory

approach over the other approaches appears when a number of different fluid species

are present and in relative motion. This advantage is attractively illustrated in the

theory for the swelling and deformation behavior of articular cartilage by Lai et al.
(1991), Gu et al. (1993) and Huyghe and Janssen (1997).

The key difference between the effective parameter approach and the mixture

approach to poroelastic models is the averaging process employed. The effective

parameter approach illustrated in Fig. 8.9a is a schematic version of the viewpoint

described in Biot (1941). A small but finite volume of the porous medium is used

for the development of constitutive equations for the fluid-infiltrated solid. These

constitutive equations are then assumed to be valid at a point in the continuum.

This is an early form of the RVE approach used in composite material theory today.
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The length or size of the RVE is assumed to be many times larger than the length

scale of the microstructure of the material, say the size of a pore. The length of the

RVE is the length of the material structure over which the material microstructure is

averaged or “homogenized” in the process of forming a continuum model. Biot’s

presentation is consistent with the notion of an RVE, although the RVE terminol-

ogy did not exist when his theory was formulated. The homogenization approach is

illustrated in Fig. 8.9a by the dashed lines from the four corners of the RVE to the

continuum point. The material parameters or constants associated with the solid

phase are more numerous and difficult to evaluate compared to those associated

with the fluid phase. The Biot—effective modulus approach provides a better

understanding of the effective solid mechanical parameters like effective solid

moduli and constituent compressibility than does the mixture theory approach.

The averaging process for the mixture approach is illustrated in Fig. 8.9b. This is

a Eulerian approach in that the flux of the various species toward and away from a

fixed spatial point is considered. The fixed spatial point is shown in Fig. 8.9b and

the vectors represent the velocities of various species passing through the fixed

spatial point. It is important to note that, for mixture theory, the averaging is density

weighted on the basis of the density of each species in the mixture, instead of being

averaged over a finite volume of the porous solid as in the Biot approach. This is the

key difference between the Biot and the mixture theory approach. In neither

approach is a length scale specified, but an averaging length is implied in the

Lagrangian nor material, Biot—effective modulus, approach because a finite mate-

rial volume is employed as the domain to be averaged over. On the other hand the

mixture theory is Eulerian and considers a fixed spatial point through which

different materials pass and, as with the Biot approach, no length scale is suggested.

It is difficult to imagine a length scale for the mixture theory approach other than

one based on the mean free paths associated with the constituents. The significantly

different averaging lengths in the two approaches reflect the difference in the

averaging methods. Cowin and Cardoso (2012) suggest a method for developing

the Biot- effective modulus approach in mixture theory that requires small

modifications of mixture theory.

(a) The effective parameter approach.

(b) The diffusion approach.

Continuum points

Fig. 8.9 Illustrations of the effective medium approach and the mixture theory approach
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Bowen (1982) showed that it was possible to recover the Biot constitutive

equations from the mixture theory approach. In particular Bowen derived equations

(his 8.23 and 8.24) that have the same form as equations (7) and (8) of Rice and

Cleary (1976); these equations are (3) and (5) in the text below. (Actually the

second summand on the right hand side of Bowen’s equation (8.24) is missing a

factor of 3; this is probably a typo or an algebraic slip.) Earlier Mow and Lai (1980,

footnote page 291) indicated how the mixture theory-based (incompressible)

biphasic theory for articular cartilage could be linearized to the incompressible

Biot theory.

In Chap. 10 the difference between the RVE approach of Biot, represented by

Fig. 8.9a and the mixture theory approach represented by Fig. 8.9b is narrowed

by minor changes in the mixture theory approach.

The third major approach to the development of the poroelastic equations is due

to Burridge and Keller (1981). These authors rederived the dynamic form of the

same basic set of equations using a two-space method of homogenization. This

method provides a systematic method for deriving macroscopic equations that

govern the behavior of the medium on the microscale. Thus, at the continuum

point, the three rigorous theoretical developments lead to the same set of equations,

and the difference between Biot (RVE), the mixture-theory-based, and the homog-

enization derivations is the method of averaging. The nature of the equations is

better understood because there are three approaches. The Biot approach provides

better insight into the nature of the parameters associated with the solid phase, the

mixture theory approach provides the mechanism for averaging over different fluid

phases, and the homogenization approach illuminates the dynamical (wave propa-

gation) characteristics of the theory.

The basic equations of quasistatic poroelasticity developed here are extended to

include a dependence the fabric tensor (introduced at the end of Chap. 7) in Cowin

(2004).

8.12 Relevant Literature

There is only one text on poroelasticity (Coussy 1995), but there is much related

material in Bear (1972). There is also a book on the very interesting historical

development of the theory, de Boer (2000), which also presents a noteworthy

presentation of the theory. The presentation of poroelasticity in this chapter was

taken from the following papers: Biot (1941, 1955, 1956a, b, 1962a, b), Rice and

Cleary (1976), Rudnicki (1985), Thompson and Willis (1991), Cowin (2003),

Cowin and Mehrabadi (2007), Cowin and Cardoso (2009) and the excellent sum-

mary of Detournay and Cheng (1993). In these papers the proofs omitted in this

chapter, as well as some technical restrictions or assumptions underlying those

proofs, are documented. The exception to the inclusion of proofs occurred at

the end of Sect. 8.2. The proof included was the derivation of the formula (8.3)
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for the Biot effective stress coefficient tensor Â . This formula has an interesting

history. It was suggested by Geertsma (1957) and by Skempton (1961) then proved

with increasing generality by Nur and Byerlee (1971), Carroll (1979) and

Thompson and Willis (1991). The material in this paragraph follows the elegant

derivation of the formula by Nur and Byerlee (1971) in the isotropic case and by

Carroll (1979) for the anisotropic case. The problems described in Sect. 8.10 were

taken from Detournay and Cheng (1993).
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Chapter 9

Dynamic Poroelasticity

The modern theory of the motion of the water in the soil based on Darcy’s law does

not take into account the fact that the particles of the soil can be elastically

compressed and extended, assuming that the external forces and the hydrostatic

pressure act on the liquid filling these pores only. This simplifying assumption

necessitates a correction even in the case of problems on the steady flow of soil

water under the influence of given external forces. It becomes, however, wholly

untenable in the case of such questions as the propagation of elastic vibrations in the

soil (Frenkel 1944).

9.1 Poroelastic Waves

Dynamic poroelasticity is very different from the static and quasistatic

poroelasticity considered in the previous chapter. The concern here shifts from

pore fluid movements over longer distances and longer time spans to pore fluid

movements over shorter distances and shorter time spans associated with the

passage of waves. In poroelasticity there are the usual shear waves in an elastic

solid media (see Example 6.3.4), but there are two types of compressive waves

called the fast and slow waves. The fast wave is the usual compressive wave

characteristic of elastic solid, slightly modified by its pore fluid, and it moves

mainly through the solid matrix. The slow wave is unusual, and peculiar to

poroelasticity, in that the relative movement of the pore fluid and the solid matrix

is its generator.

The intended primary application of the dynamic poroelastic results is to

water-saturated geological and biological materials. The primary objective of the

application of dynamic poroelasticity to geological materials is to understand and

interpret the consequences of waves associated with earthquakes and to access oil

producing potential of geological structures. The primary objective of the applica-

tion of dynamical poroelasticity to biological tissue is to understand its use as a

model for ultrasound in noninvasive clinical tool to evaluate the state of internal

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_9, # Springer Science+Business Media New York 2013
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tissue structures. Most techniques for the noninvasive evaluation tissues generate

ionizing radiation; ultrasound does not.

This chapter concerns harmonic plane progressive poroelastic waves. Harmonic

describes the sinusoidal character of the amplitude of the wave, plane refers to the

consideration that the wave propagates as a planar surface and progressive means

that it moves through the medium, in this case a poroelastic medium. The amplitude

and the wavelength of an harmonic plane progressive poroelastic wave are

illustrated in Fig. 9.1. Such a wave is represented mathematically in several

different ways, for example a displacement vector u(x, t) may be written as

uðx; tÞ ¼ aeioððn�x=vÞ�tÞ or uðx; tÞ ¼ aeiðkðn�xÞ�otÞ:

In these representations x ¼ x�n represents distance along the propagation path,

n is the direction in which the wave is propagating, a is the amplitude or polariza-

tion of the wave and t represents time. If the directions of a and n coincide the wave

is said to be a pure longitudinal wave or pressure (P) wave. If the directions of a and
n are perpendicular the wave is said to be a pure shear (S) wave. The plane that is
propagating in the direction n is the plane perpendicular to n. The wave number of a

harmonic wave, k, the wave length of the wave, l, the wave velocity, v, the
frequency f (in radians per second) and the frequency o (in cycles per second,

Hertz or Hz) are related by k ¼ 2p=l ¼ 2pf=v ¼ o=v. From these relationships one

can see that v ¼ o=k, which is actually called the phase velocity of the wave and

denoted by some as vp ¼ o=k to distinguish it from the group velocity of the wave,

vg ¼ do=dk . The phase velocity is the speed of a crest belonging to the average

wave number k. The group velocity is the velocity of the wave’s modulating

envelope.

Problems

9.1.1. There is a characteristic length LRVE associated with the representative

volume element (RVE) employed in poroelasticity. In order for a wave

Fig. 9.1 An harmonic plane

progressive poroelastic wave

considered to be moving in

the x direction in medium is

illustrated. The relationship

between the wave number of

a harmonic wave k, the wave
length of the wave l, the wave
velocity v, the frequency f (in
radians per second) and the

frequency o (in cycles per

second, Hertz or Hz) is given

by k ¼ 2p=l ¼ 2pf=v ¼ o=v
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passing through this poroelastic medium to obtain an appropriate average of

properties in the poroelastic RVE, what condition must be satisfied between

the wavelength of a wave l and the characteristic length LRVE associated

with the volume element employed in the poroelastic model?

9.1.2. What parameter of an experiment may the experimentalist control to insure

that the criterion that is the answer to question 9.1.1 above is satisfied?

9.2 Historical Backgrounds and the Relationship

to the Quasistatic Theory

The formulation of the theory of wave motions in the context of poroelastic theory

presented here is consistent with the presentations of Biot (1941, 1955, 1956a, b,

1962a, b), Plona and Johnson (1983), Sharma (2005, 2008) and many others. The

origins of this analysis appear in the work of Frenkel (1944). Unchanged by the

addition of anisotropy is the fact that the total elastic volumetric response in

poroelasticity described in the previous chapter is due to a combination of the

elastic volumetric response of the matrix material of the porous solid, the volumet-

ric elastic response of the pore fluid, and the pore volume changes in the porous

medium. The poroelastic constitutive equations are described in this and the

following section follow Biot’s (1956a, b, 1962a, b) formulation of the appropriate

two coupled wave equations. In the following section the coupled wave equations

((9.16) and (9.17)) for the propagation of plane waves in an anisotropic, saturated

porous medium are developed and, in the section after that, the relationships

between the material coefficients and the fabric are recorded. The algebra

associated with the representation of plane waves is developed in Sect. 9.4, and

the fabric dependence of the coefficients is recorded in Sect. 9.5. The propagation of

plane waves in a principal direction material symmetry and the direction that is not

a principal direction of material symmetry, are recorded in Sects. 9.6 and 9.7,

respectively.

In his 1956 papers on wave propagation Biot (1956a, b) let u represent the

displacement vector of the solid matrix phase as has been done in this chapter, and

U represent the displacement vector of the fluid phase, which is not done in this

chapter. These were the two basic kinematic quantities employed in Biot (1956a, b).

In Biot (1962a) the displacement vector of the fluid phase U was replaced by the

displacement vector w of the fluid relative to the solid, thus

w ¼ fðU� uÞ: (9.1)

The present development follows Biot (1962a, b) and the two basic kinematic

fields are considered to be the displacement vectors u and w. The relative velocity

of the fluid and solid components is, from (9.1),
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_w ¼ fð _U� _uÞ: (9.2)

The variation in fluid content z may then be defined in terms of w:

z ¼ �r � w: (9.3)

Recall that the variation in fluid content z is the variation of the fluid volume per

unit volume of the porous material; it is defined as the difference between the strain

of the pore space and the strain of the fluid volume in the pore space and is

dimensionless (see (8.16)).

In addition to the slight changes in kinematic notation noted above, Biot (1962a, b)

employed slightly different notation for the poroelastic constitutive relations. As an

introduction to these changes consider the inverse of (8.17),

p ¼ Mðz� Â � ÊÞ; ðp ¼ Mðz� AijEijÞÞ;

where M is the inverse of L defined by (8.18),

M ¼ 1=L (9.4)

and the representation of stress T̂ as a function of the strain Ê and the variation in

fluid content z, rather than as a function of the strain and the pore pressure p, is

T̂ ¼ fĈd þMðÂ� ÂÞg � Ê�MÂz; ðTij ¼ ðCd
ijkm þMAkmAijÞEkm �MAijzÞ:

(9.5)

Biot (1962a, equations (9.11)) employed a slightly different notation for the two

previous expressions, namely

T̂ ¼ Ẑ
d � Ê� zM̂; ðTij ¼ Zd

ijkmEkm � zMijÞ (9.6)

and

p ¼ �M̂ � Êþ zM; ðp ¼ �MkmEkm þ zMÞ; (9.7)

where Biot’s parameters M, M̂ and Ẑ
d
are related to Cd

eff , Â and Ĉ
d
above by

M̂ ¼ MÂ; ðMij ¼ MAijÞ; Ẑ
d ¼ Ĉ

d þMðÂ� ÂÞ;
ðZd

ijkm ¼ Cd
ijkm þMAijAkmÞ:

(9.8)
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It is interesting to note that Biot’s elasticity tensor Ẑ
d
differs from the drained

elasticity tensor Ĉ
d
by the term MðÂ� ÂÞ, which is M times the open product of

Biot effective stress coefficient vector Â with itself. Equations (9.6) and (9.7) take

the following forms when the strain–displacement relations (2.49) and (9.3) are

employed:

Tij ¼ Zijkmuk;m þMijwk;k (9.9)

and

p ¼ �Mkmuk;m �Mwk;k: (9.10)

The balance of momentum in the form of the dynamical stress equations of

motion

r€x ¼ r � Tþ rd; T ¼ TT ð3:37 repeatedÞ

will now be applied twice, once to the solid phase and once to the fluid phase. In

both cases of its application the action-at-a-distance force d is neglected. The

application to the solid phase involves the mass times acceleration terms for the

fluid saturated solid phase frf €Uþ ð1� fÞrs€u and may be reduced to r€uþ rf €w
when (9.2) is used as well as the definition of r,

r ¼ ð1� fÞrs þ frf ; (9.11)

where rs represents the density of the solid matrix material, thus

r � T ¼ r€uþ frf €w: (9.12)

In the application of the balance of momentum to the fluid phase the mass

times acceleration term may first be written as rf €U and may be rendered in the form

rfð€uþ ð€w=fÞ by use of (9.2). However Biot (1962a, b) extends this formulation of

this mass times acceleration term of include J, the micro–macro velocity average

tensor, thus rfð€uþ ð€w=fÞÞ becomes rfð€uþ J � €wÞ where the newly defined J

incorporates the factor f�1. The micro–macro velocity average tensor J functions

like a density distribution function that relates the relative micro-solid–fluid velo-

city to its bulk volume average _w . In introducing this concept Biot was clearly

viewing and modeling the poroelastic medium as hierarchical. The use of rfð€uþ J

�€wÞ yields a balance of linear momentum for the pore fluid phase in the form

�rp ¼ rfð€uþ J � €wÞ: (9.13)
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The next step in the development of the coupled wave equations is to substitute

the expression (9.9) for the solid stress tensor and the expression (9.10) for the pore

fluid pressure into the conservation of momentum for the solid phase (9.12) and the

conservation of momentum for the fluid phase (9.13), respectively. However

the analysis to this point does not include the force on the fluid phase set up by

the drag of the fluid moving over the solid surface. To account for this force the

flow-resistivity tensorR, defined as the inverse of the intrinsic permeability tensorK

(see (8.26)), is introduced:

R ¼ K�1: (9.14)

The viscous resistive force mR � _w represents the effect of the fluid–solid

interaction on the fluid phase. Formally it should be subtracted from the left hand

side of (9.13), but we add it to the right hand side, to the mass times acceleration

terms, thus

�rp ¼ rfð€uþ J � €wÞ þ mR � _w: (9.15)

Finally, accomplishing the substitutions mentioned above into (9.12) and (9.13),

but using (9.15) instead of (9.13), one obtains

Zijkm
@2uk
@xm@xj

þMij
@2wk

@xk@xj
¼ r€ui þ rf €wi; (9.16)

Mkm
@2uk
@xm@xi

þM
@2wk

@xk@xi
¼ frfð€ui þ Jij €wjÞ þ mRij _wj: (9.17)

Equations (9.16) and (9.17) are two coupled wave equations for the solid

displacement field u and the displacement field w of the fluid relative to the solid.

Problems

9.2.1. Explain the differences between the quasistatic formulation and the dynamic

formulation of the theory of poroelasticity.

9.2.2. How does the composite elasticity tensor Ẑ
d
, Ẑ

d ¼ Ĉ
d þMðÂ� ÂÞ, change

when the porosity of the porous medium vanishes?

9.2.3. Show that the coupled system of equations (9.16) and (9.17) reduce to the

wave equation for an anisotropic elastic continuum with no porosity.

9.2.4. Using the indicial notation substitute the expression (9.9) for the solid stress

tensor and the expression (9.10) for the pore fluid pressure into the conser-

vation of momentum for the solid phase (9.12) and the conservation of

momentum for the fluid phase (9.15), respectively, and derive the coupled

wave equations (9.16) and (9.17).
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9.3 Fabric Dependence of the Material Coefficients

in the Coupled Wave Equations

The form of the functional dependence of the drained elasticity tensor Cd
ijkm upon

fabric is that given by (7.38) where the superscript c on the coefficients in (7.38) is

replaced by double superscript, cd, the c indicating the elasticity coefficients and

the d indicating that they are the drained coefficients. All of these coefficients are

scalar-valued functions of f, II, and III. Recalling that the Biot effective stress

coefficient tensor Aij is related to the difference between effective drained elastic

constants Cd
ijkm and the solid matrix material elastic compliance tensor Smijkm by the

formula (8.3), where Cd
ijkm is expressed in terms of the fabric tensor by (7.38) above

and Smijkm is not a function of the fabric tensor because it represents the elastic

constants of the matrix material. Recall also that the result (7.39) was based on the

assumption that the matrix material is isotropic and that the anisotropy of the solid

porous material is determined by the fabric tensor, thus we express the isotropic

form of Smijkm in terms of the bulk modulus and the shear modulus, Km and G,

respectively:

Smijkm ¼ 1

2G
dikdjm � 1

3
dijdkm

� �
þ 1

9Km dijdkm: (9.18)

The form of Smijkm that appears in (8.3) is Smkmqq and it is given by (9.18) as

Smkmqq ¼
1

3Km dkm: (9.19)

Substituting (9.19) and (7.38) into (8.3) and simplifying, one finds that the Biot

effective stress coefficient tensor Aij is related to the fabric tensor F by

Aij ¼ dij � 1

3Km facdo dij þ acdI Fij þ acdII FiqFqjg; (9.20)

where

acdo ¼ 3acd1 þ acd2 þ acd3 ð1� 2IIÞ þ 2ccd1 ;

acdI ¼ 3acd2 þ bcd1 þ bcd2 ð1� 2IIÞ þ 4ccd2 ;

acdII ¼ 3acd3 þ bcd2 þ bcd3 ð1� 2IIÞ þ 4ccd3 (9.21)

and where II is the second invariant of F. Biot’s parametersMij and Zijkm are related

to Cd
eff, Aij, and Cd

ijkm above by (9.8). Formulas relating Mij and Zijkm directly to the

fabric tensor F will now be obtained by using the formula (7.38) above expressing

Cd
ijkm in terms of the fabric tensor and the expression (9.20) relatingAij to fabric, thus
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Mij ¼ Mdij � M

3Km facdo dij þ acdI Fij þ acdII FiqFqjg (9.22)

and

Zijkm ¼ acd1 þM
ð3Km � adoÞ2

ð3KmÞ2
 !

dijdkm þ acd2 �Mð3Km � adoÞadI
ð3KmÞ2

 !
ðFijdkm þ dijFkmÞ

þ acd3 �M
ð3Km � acdo ÞacdII

ð3KmÞ2
 !

ðdijFkqFqm þ dkmFiqFqjÞ þ bcd1 þM
ðacdI Þ2
ð3KmÞ2

 !
FijFkm

þ bcd2 þM
acdI acdII
ð3KmÞ2

 !
ðFijFkqFqm þ FkmFiqFqjÞ þ bcd3 þM

ðacdII Þ2
ð3KmÞ2

 !
FisFsjFkqFqm

þccd1 ðdkidmj þ dmidkjÞ þ ccd2 ðFkidmj þ Fkjdmi þ Fimdkj þ FmjdkiÞ
þccd3 ðFirFrkdmj þ FkrFrjdmi þ FirFrmdkj þ FmrFrjdikÞ:

(9.23)

Problem

9.3.1. Calculate trA2, where the Biot effective stress coefficient tensor A is given

by (9.20).

9.3.2. Derive the formulas (9.22) and (9.23) relating the Biot’s parametersMij and

Zijkm to fabric.

9.4 Plane Waves

The propagation of a harmonic plane wave is represented kinematically by a

direction of propagation, denoted by n which is a unit normal to the wave front,

and a or b, which are the directions of displacement for the wave fronts associated

with u and w, respectively. These two harmonic plane waves are represented by

uðx; tÞ ¼ a exp io
n � x
v

� t
� �h i

; wðx; tÞ ¼ b exp io
n � x
v

� t
� �h i

; (9.24)

where v is the wave velocity in the direction n, x is the position vector, o is the

frequency and t is time. The slowness vector s is defined as s ¼ (1/v)n, and the

wave speed v may be complex. As in elastic solid wave propagation (see Example

6.3.4), a transverse wave is characterized by a�n ¼ 0, a longitudinal wave by

a�n ¼ 1. Substituting the representations (9.24) for the plane waves into the field

equations (9.16) and (9.17) one obtains equations that are in Biot (1962a, b) and

Sharma (2005, 2008) and many other places,
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ðQik � rdikv2Þak þ ðCik � rfdikv
2Þbk ¼ 0; (9.25)

ðCki � rfdikv
2Þak þ Mnkni � rfJikv

2 � im
o
Rikv

2

� �
bk ¼ 0; (9.26)

where the following notation has been introduced:

Qik ¼ Zd
ijkmnmnj; Cik ¼ Mijnjnk: (9.27)

Q is the acoustical tensor from elastic wave propagation and C represents the

interaction of the displacement fields u and w. Rewritten in matrix notation

equations (9.25) and (9.26) take the form

ðQ� rv21Þ � aþ ðC� rfv
21Þ � b ¼ 0; (9.28)

ðCT � rfv
21Þ � aþ Mn� n� rfJþ

im
o
R

� �
v2

� �
� b ¼ 0: (9.29)

These equations represent an eigenvalue problem, the squares of the wave

speeds v2 representing the eigenvalues and the vectors a and b representing the

eigenvectors. Rewriting (9.28) and (9.29) as a scalar 6 by 6 matrix formed from the

four 3 by 3 matrices that appear in (9.28) and (9.29) and also representing the two

3D vectors a and b as one 6D vector, the following representation is obtained:

Q� rv21 C� rfv
21

CT � rfv
21 Mn� n� rfJþ im

oR
� �

v2

� 	
a

b

� 	
¼ 0: (9.30)

Please note that the scalar 6 by 6 matrix operating on the vectors a and b is

symmetric; the 3 by 3 matrices along the diagonal are symmetric and, even though

C is not symmetric, having the transpose of C is the lower left 3 by 3 matrix and the

3 by 3 matrix C itself in the upper right makes the 6 by 6 matrix symmetric. Since

the right hand side of this linear system of equations is a zero 6D vector, it follows

from Cramer’s rule that, in order to avoid the trivial solution, it is necessary to set

the determinant of the 6 by 6 matrix equal to zero, thus

Q� rv21 C� rfv
21

CT � rfv
21 Mn� n� rfJþ im

oR
� �

v2










 ¼ 0: (9.31)

This condition will provide six (four nonzero) values of the possible squares of

the wave speeds v2 in the direction n. In each direction there will be four nontrivial

wave speeds, two representing shear waves and one each representing the Biot fast

and slow waves. For each value of a squared wave speed v2 substituted back into

(9.30), two 3D vectors a and b will be determined subject to the condition that they

are both unit vectors. The ease with which these calculations are described does not

9.4 Plane Waves 245



convey their algebraic complexity. However contemporary symbolic algebraic

software solves this type of eigenvalue problem in a few keystrokes.

Problems

9.4.1. Using the indicial notation substitute the representations (9.24) for the plane

waves into the field equations (9.16) and (9.17) and derive the coupled

equations (9.28) and (9.29) for the velocity and amplitudes of the two

waves in the fixed direction n.

9.4.2. How do you use your favorite symbolic algebraic software to solve (9.30) in

the case where the parameters are all specified numerically.

9.5 Fabric Dependence of the Tensors Q, C, J, and R

The governing equations for anisotropic poroelasicity for quasi-static and dynamic

poroelasticity were developed and extended to include the dependence of the consti-

tutive relations upon a pore structure fabric tensor F as well as the porosity (Cowin

1985, 2003, 2004; Cowin and Cardoso 2011; Cardoso and Cowin 2011, 2012).

Formulas relating the acoustic tensor Q, the flow-resistivity tensor R and the tensor

C, representing the interaction of the velocity fields u andw, to the fabric tensor F are

obtained in this subsection. The dependence of the elastic acoustic tensorQ upon the

fabric tensor F is obtained by substituting (9.23) into the first of (9.27),

Q ¼ ðccd1 þ ccd2 trfF � n� ng þ ccd3 trfF2 � n� ngÞ1
þq1n� nþ ccd2 Fþ q2ðF � n� nþ n� n � FÞ
þccd3 F2 þ q3ðF2 � n� nþ n� n � F2Þ þ q4F � n� F � n
þq5ðF � n� F2 � nþ F2 � n� F � nÞ þ q6F

2 � n� F2 � n; (9.32)

where

q1 ¼ ccd1 þ acd1 þM
ð3Km � adoÞ2

ð3KmÞ2 ; q2 ¼ ccd2 þ acd2 �Mð3Km � adoÞadI
ð3KmÞ2 ;

q3 ¼ ccd3 þ acd3 �M
ð3Km � adoÞadII

ð3KmÞ2 ; q4 ¼ bcd1 þM
ðadI Þ2
ð3KmÞ2 ;

q5 ¼ bcd2 þM
adI a

d
II

ð3KmÞ2 ; q6 ¼ bcd3 þM
ðadIIÞ2
ð3KmÞ2 : (9.33)

The six quantities defined in (9.33) are scalar-valued functions of f, II, and III.

The formula for the tensor C is obtained by substituting (9.8) into the second of

(9.27) and then employing (9.20), thus

½C ¼ Mfn� 1

3Km
facd0 nþ acdI F � nþ acdII F

2 � ng � n: (9.34)
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by

C ¼ ðM � fn� 1

3Km
facd0 nþ acdI F � nþ acdII F

2 � ngÞ � n: (9.34)

The micro–macro velocity average tensor J is related to the fabric by

J ¼ Q � ðj11þ j2Fþ j3F
2Þ; (9.35)

where Q represents a rotation matrix associated with the transformation between

the principal axes of F and the reference coordinate system used for J and j1, j2, and
j3 are functions of f, II and III. Similarly, The flow-resistivity tensor R, is related to

the fabric by

R ¼ r11þ r2Fþ r3F
2; (9.36)

where r1, r2, and r3 are functions of f, II and III, and R is equivalent to the inverse

of the second-rank intrinsic permeability tensor K.

Problems

9.5.1. Express the direct notation equation (9.32) for Q in the indicial notation.

9.5.2. Express the equation (9.32) for Q in the matrix notation in the principal

coordinate system of the fabric tensor.

9.6 Propagation of Waves in a Principal Direction

of Material Symmetry

In this section the solution is developed for waves that propagate in the direction of

a principal axis of material symmetry. The direction of propagation is selected to be

the one direction, thus n are given by the vector n ¼ [1, 0, 0]T. The solution to the

problem is the solution of the 6 by 6 system of equations given by (9.23), thus the

values of the tensors J,R,C, andQ in the coordinate system of the principal axes of

material symmetry and at the vector n ¼ [1, 0, 0]T are determined first. Under these

conditions J is determined from (9.35) with Q ¼ 1, R from (9.36), C from (9.34)

and Q from (9.32) are given by

J ¼
J11 0 0

0 J22 0

0 0 J33

2
64

3
75; R ¼

R11 0 0

0 R22 0

0 0 R33

2
64

3
75; C ¼

C11 0 0

0 0 0

0 0 0

2
64

3
75
(9.37)

and
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Q ¼
Q11 0 0

0 Q22 0

0 0 Q33

2
4

3
5; (9.38)

In the coordinate system of the principal axes of material symmetry and at the

vector n ¼ {1, 0, 0}, the four 3 by 3 submatrices that form the 6 by 6 matrix in

equation (9.30) are given by

Q� rv21 ¼
Q11 � rv2 0 0

0 Q22 � rv2 0

0 0 Q33 � rv2

2
4

3
5; (9.39)

C� rfv
21 ¼ CT � rfv

21 ¼
C11 � rfv

2 0 0

0 �rfv
2 0

0 0 �rfv
2

2
4

3
5; (9.40)

Mn� n� rfJþ
im
o
R

� �
v2

¼
M � rfv

2J11 � imv2

o R11 0 0

0 �rfv
2J22 � imv2

o R22 0

0 0 �rfv
2J33 � imv2

o R33

2
664

3
775:

(9.41)

Substitution of the four 3 by 3 matrices above into the 6 by 6 determinant (9.31)

reveals that result may be expressed as three 2 by 2 matrices for the three sets of

components, {a1, b1}, {a2, b2}, and {a3, b3};

Q11 � rv2 C11 � rfv
2

C11 � rfv
2 M � rfJ11 þ im

o R11

� �
v2

� 	
a1
b1

� 	
¼ 0;

Q22 � rv2 �rfv
2

�rfv
2 � rfJ22 þ im

o R22

� �
v2

� 	
a2
b2

� 	
¼ 0;

Q33 � rv2 �rfv
2

�rfv
2 � rfJ33 þ im

o R33

� �
v2

� 	
a3
b3

� 	
¼ 0: (9.42)

Requiring that the determinants of these 2 by 2 matrices vanish yields four

nontrivial solutions for the squared wave speed v2. The vanishing of the first of the

determinants of these 2 by 2 matrices provides two roots of a quadratic equation that

represent the fast and the slow squared longitudinal wave speeds,

v2 ¼ N

2rfL11
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

2rfL11

� 	2
þ rfðC2

11 �MQ11Þ
rfL11

s
; (9.43)
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where

Lij ¼ rJik þ im
rfo

Rik � rfdij; N ¼ Mrþ rf Q11 J11 þ im
rfo

R11

� �
� 2C11

� �
;

(9.44)

or

v2 ¼ v2o � c2o; (9.45)

where the notation

v2o ¼
N

2rfL11
; c2o ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

2rfL11

� 	2
þ rfðC2

11 �MQ11Þ
rfL11

s
(9.46)

has been employed. The vanishing of the second and third of the determinants of the

2 by 2 matrices in (9.42) provide a zero root and a nonzero root from each

determinant. The two nonzero roots are the squared shear wave speeds

v2 ¼ Q22

L22
J22 þ im

rfo
R22

� �
and v2 ¼ Q33

L33
J33 þ im

rfo
R33

� �
: (9.47)

The vectors a and b for the fast and slow waves are given by

a ¼ fa1; 0; 0g; b ¼ fb1; 0; 0g; (9.48)

wherea1 andb1 are relatedby the following twoequivalent expressions for the fastwave

a1 ¼ C11 � rfðv2o þ c2oÞ
rðv2o þ c2oÞ � Q11

; b1 ¼ M � ðrfJ11 þ ðim=oÞR11Þðv2o þ c2oÞ
rfðv2o þ c2oÞ � C11

b1 (9.49)

and the next two equivalent expressions for the slow wave,

a1 ¼ C11 � rfðv2o � c2oÞ
rðv2o � c2oÞ � Q11

; b1 ¼ M � ðrfJ11 þ ðim=oÞR11Þðv2o � c2oÞ
rfðv2o � c2oÞ � C11

b1 (9.50)

and for the two shear waves by

a ¼ f0; a2; 0g; b ¼ f0; b2; 0g; a2 ¼ � J22 þ im
o
R22

� �
b2 and

a ¼ f0; 0; a3g; b ¼ f0; 0; b3g; a3 ¼ � J33 þ im
o
R33

� �
b3; (9.51)

respectively.
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The six-ultrasound wave velocities as a function of the porosity from the model

are shown in Fig. 9.2 for an isotropic material. These six possible wave velocities

are the six roots of (9.42). In the figure the fast wave is denoted by P1 (P for

pressure), the slow wave by P2, S1, and S2 denote the two propagating shear waves

(S for shear), while S3 and S4 are non-propagating shear waves with zero velocity.

These results are plotted for a medium for the isotropic case, thus the velocity of

propagation is the same for all directions. In Fig. 9.3, the six-ultrasound wave

velocities are plotted again as a function of porosity, but for an anisotropic medium.

Propagation along all three principal directions are shown for each wave as a solid,

dashed, and dotted line. In these two figures one can see that the response of the

compression or P waves is the most varied. The fast wave has a high velocity at low

porosity and that velocity drops to the velocity of sound in water, about 1,500 m/s,
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Fig. 9.2 A plot of the ultrasound wave velocities as a function of the porosity from the theoretical

model. P1 is the fast wave, P2 the slow wave, S1 and S2 are the two propagating shear waves,

while S3 and S4 are non-propagating shear waves with null velocity. These results are plotted for a

medium with isotropic fabric. The velocity of propagation for all directions is the same
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Fig. 9.3 A similar plot to Fig. 9.2, but for a medium with anisotropic fabric. Propagation along the

three different principal directions is shown
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at very high porosity. The slow wave is at or near zero velocity at very high and

very low porosities and climes to a peak near 60% porosity. The nonzero shear

wave velocities are highest at the lowest porosity and decrease linearly to zero at the

highest porosity.

The experimental identification of the fast and slow waves is illustrated in

Figs. 9.4 and 9.5. Figure 9.4 contains four panel figures with plots of amplitude

vs. time for a wave passing thought different media. Figure 9.5 contains four panel

figures with plots the frequency spectrum vs. time for a wave passing thought the

same four different media. For both figures, panels 1 and 4 the media in the

container is water, but the placement of the emitting and receiving transducers is

different. In panel 2 there is a fluid saturated porous specimen and in panel 3 there is

the porous specimen but no water. In each figure these various combinations of test

media and transducer setups are illustrated in the small cartoons to the left or right

of each plot of amplitude vs. time. In each cartoon the emitting and receiving

transducers are indicated as tubes (bottom and top of the cartoon) applied to the

specimen in the water or air filled container. In panel 1 the shape of the wave or

frequency spectrum is determined by its passage through the small space between

transducers. In panel 2 the shape of the wave or frequency spectrum is determined

by its passage through a fluid saturated porous specimen between transducers. In

panel 3 there is no water, just the porous specimen, so the shape of the wave or

frequency spectrum is determined by its passage through the unsaturated porous

specimen between transducers. Panel 4 is the same as panel 1 except the space

between the transducers is the same as if the specimen were there. Notice that, in

this case, the shape of the wave or frequency spectrum is almost the same as in

panel 1 but it is displaced to a greater time. It is only in the second panel that the

waveform shape and frequency spectrum are determined by passage through the

saturated porous specimen. In this panel one can see that the first part of the

waveform is similar to that of the fast wave and the last part is similar to that of

the slow wave. Panel 4 shows the passage of only the wave in the fluid because there

is no porous specimen in the container; this situation is similar to that of the slow

wave in the porous media shown in the second panel. Panel 3 shows the passage of a

wave propagating within an unsaturated porous specimen; this wave is similar to

the fast wave shown in the second panel. These data suggest that under the tested

conditions of porosity, the propagation of the fast wave is mainly related to the solid

phase of the medium, while the slow wave is characteristic of the fluid phase

(Cardoso et al. 2003).

A plot of the fast (top three curves) and slow (lower three curves) wave speeds as

a function of frequency for different degrees of anisotropy at a porosity of 50 % in

cancellous bone tissue is shown in Fig. 9.6. In ultrasonic measuring systems the

viscous effects of the pore fluid damp out the genesis of the slow wave and its

potential observation below the critical frequency. The amplitude damping of both

waves also occurs at frequencies above the viscous frequency, which is 104 times

the critical frequency, making the observation of both waves above the viscous

frequency challenging (Cardoso et al. 2008).
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Fig. 9.4 Each panel of this four-panel figure contains a plot of amplitude vs. time for a wave

passing thought different media. In panels 1 and 4 the media is water, but the placement of the

emitting and receiving transducers is different. In panel 2 there is a fluid saturated porous

specimen and in panel 3 there is the porous specimen but no water. These various combinations

of test media and transducer setups are illustrated in the small cartoons to the left or right of each

plot of amplitude vs. time. In each cartoon the emitting and receiving transducers are indicated

as tubes (bottom and top of the cartoon) applied to the specimen in the water or air filled

container. In panel 1 the signal detected corresponds to the wave at the bottom of the measure-

ment cell. This is the ultrasound wave that would excite the porous media under the conditions

shown in panels 2 and 3. In panel 2 the shape of the wave is determined by its passage through a

fluid saturated porous specimen between transducers. In panel 3 there is no water, just the porous

specimen, so the shape of the wave is determined by its passage through the unsaturated porous

specimen between transducers. Panel 4 is the same as panel 1 except the space between the

transducers is the same as if the specimen were there. Notice that, in this case, the shape of

the wave is the same as in panel 1 but it is displaced to a greater time. It is only in panel 2 that the

waveform shape is determined by the passage through the saturated porous specimen and

one can see that the first part of the waveform is similar to that of the wave propagating in the

unsaturated porous medium and the last part of the waveform is similar to that of the wave

propagating in the fluid. Therefore, the waveform in panel 2 is shown to be composed by two

waves; the first wave is identified as the fast wave of poroelastic wave propagation theory

(shorter arrival time), and the second wave is the slow wave (larger arrival time). In this

example, the propagation of the fast wave is closely related to the solid phase of the medium,

while the slow wave is mostly related to the fluid saturating the pores
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Example 9.6.1: Wave Propagation in a Principal Direction of Symmetry
Determine the wave velocities and the polarization vectors or eigenvectors for

cancellous bone associated with a harmonic wave propagating along an axis of

material symmetry. Let the axis of material symmetry be e1. The properties of the

specified cancellous bone are a porosity f ¼ 0.5, a density of the matrix material

of the porous structure of 2,000 kg/m3, and a density of the pore fluid of the porous

structure of 1,000 kg/m3. From Yang et al. (1999) the values of the compliance

and elasticity tensors for orthotropic elastic coefficients are approximately

given by
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Fig. 9.5 The four panels in this figure represent different data from the same four experiments

illustrated in Fig. 9.3, thus the description of the experiment and the small cartoons for each panel

have the same significance. The difference is the plot of amplitude vs. time for a wave passing

thought different media have been replaced by the frequency spectrum of waves vs. time for the

wave passing thought the different media. The frequency spectrum for the wave in water alone,

panels 1 and 4, is seen to be the same general shape; this shape is missing from panel 3 where there

is no water, but is identified in panel 2 as the frequency spectrum representing the energy

associated with the slow wave (SW). The frequency spectrum representing the energy associated

with the fast wave (FW) is shown in panel 3 where the wave is passed through the unsaturated

porous specimen
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Fig. 9.6 A plot the fast (top three curves) and slow (lower three curves) wave speeds as a function

of frequency for different degrees of anisotropy at a porosities of 50, 70 and 90 % in cancellous

bone tissue. In ultrasonic measuring systems the viscous effects of the pore fluids damp out

potential observations of these waves below the critical frequency and the same damping occurs

at frequencies above the viscous frequency, which is 104 times the critical frequency
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Ŝ
d ¼ 1

Etð1� fÞ2

1

1240

�1

7045

�1

3924
0 0 0

�1

7045

1

885

�1

3457
0 0 0

�1

3924

�1

3457

1

528:8
0 0 0

0 0 0
1

5333:3
0 0

0 0 0 0
1

633:3
0

0 0 0 0 0
1

927:6

2
6666666666666664

3
7777777777777775

(9.52)

and

Ĉ
d ¼ Etð1� fÞ2

1348 225 216 0 0 0

225 958 177 0 0 0

216 177 585 0 0 0

0 0 0 533:3 0 0

0 0 0 0 633:3 0

0 0 0 0 0 927:6

2
6666664

3
7777775
; (9.53)

where we take Et ¼ 10 MPa. The value of the fluid viscosity m is 1,000 Pa s. The

flow-resistivity tensor R and the micro–macro velocity tensor J are assigned the

following values to simplify the calculation:

R ¼ 0; J ¼ f�11 ¼ 21: (9.54)

Solution: First note that the values of the matrices Ŝ
m

and Ĉ
m

are given by the

formulas for Ŝ
d
and Ĉ

d
when the porosity is zero, thus

Ĉ
d � Ŝm ¼ ð1� fÞ21

and it follows from (9.2), Â ¼ ð1̂� Ĉ
d � ŜmÞ � Û, that

Â ¼ fð2� fÞÛ:

To calculate the value of the parameter L specified by (8.18), ¼ Cd
eff � Â � Ŝ � Â,

we first evaluate Â � Ŝd � Â and Cd
eff . Using Â ¼ fð2� fÞÛ, it follows that

Â � Ŝd � Â ¼ f2ð2� fÞ2Û � Ŝd � Û ¼ f2ð2� fÞ2
Kd
eff

:
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To evaluate Kd
Reff and Km

Reff in the formula (8.18) for Cd
eff we note that

Kd
Reff ¼ ðÛ � Ŝd � ÛÞ

�1

; Km
Reff ¼ ðÛ � Ŝm � ÛÞ�1

thus it follows that for the drained elastic constants,

Kd
Reff ¼ 407Etð1� fÞ2 ¼ 1:018 GPa

and the result for the matrix material is obtained by setting f ¼ 0,

Km
Reff ¼ 407Et ¼ 4:073 GPa:

Then from (8.17), noting that value of the bulk fluid modulus Kf is 2.25 GPa,Cd
eff

is given by

Cd
eff ¼

1

Kd
Reff

� 1

Km
Reff

þ f
1

Kf
� 1

Km
Reff

 !
¼ 0:836

GPa

and the value of L is then

L ¼ Cd
eff � Â � Ŝd � Â ¼ 0:2836

GPa
:

Using the values of the fluid density rf (1,000 kg/m3) and the solid density

rs (2,000 kg/m3), r given by (9.11) has the value

r ¼ f2ð1� fÞ þ fg1; 000ðkg=m3Þ ¼ 1; 500ðkg=m3Þ:

These parameter values, in addition to the formulas above and the observation

from (9.4) that the scalar M is simply f times the inverse of the parameter L,

M ¼ f
L
¼ GPa

0:5672
¼ 1:76 GPa:

Thus from (9.8)

M̂ ¼ MÂ ¼ Mfð2� fÞ ¼ Û ¼ 1:76 GPa
3

4

� �
Û ¼ 1:322 GPa Û:

The results above will first be specialized to the propagation of waves in a

principal direction of material symmetry n ¼ [1, 0, 0]T and then in a direction that
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will generate quasi-waves, n ¼ (1/√3)[1, 1, 1]T. Recall from (9.8) the formula for

Ẑ
d
, thus

Ẑ
d ¼ Ĉ

d þMðÂ� ÂÞ ¼ Ĉ
d þ 0:992 GPa Û� Û:

Proceedwith thefirst case,n ¼ [1, 0, 0]T, from (9.27)wenote that forn ¼ [1, 0, 0]T,

Qik ¼ Zd
i1k1; Cik ¼ Mi1nk or

Q ¼
Zd
1111 Zd

1121 Zd
1131

Zd
1121 Zd

2121 Zd
2131

Zd
1131 Zd

2131 Zd
3131

2
4

3
5 ¼

Ẑd
11 Ẑd

16 Ẑd
15

Ẑd
16 Ẑd

66 Ẑd
56

Ẑd
15 Ẑd

56 Ẑd
55

2
4

3
5 ¼

Ẑd
11 0 0

0 Ẑd
66 0

0 0 Ẑd
55

2
4

3
5

¼
4:32 0 0

0 2:32 0

0 0 1:58

2
4

3
5GPa;

C ¼
M11 0 0

M21 0 0

M31 0 0

2
4

3
5 ¼

1:322 0 0

0 0 0

0 0 0

2
4

3
5GPa:

The solution to the problem is the solution of the 6 by 6 system of equations

given by (9.30), thus the values of the tensors J, R, C, and Q in the coordinate

system of the principal axes of material symmetry and at the vector n ¼ [1, 0, 0]T

are determined first. The specified numerical values of J, R, C, andQ, the four 3 by

3 submatrices that form the 6 by 6 matrix in equation (9.30), are given by (compare

(9.39) to (9.41))

Q� rv21 ¼ 1; 000

3:48� 106 � 1:5v2 0 0

0 2:32� 106 � 1:5v2 0

0 0 1:58� 106 � 1:5v2

2
64

3
75;

where r is calculated above to be 1,500 kg/m3,

C� rfv
21 ¼ CT � rfv

21 ¼ 1; 000
1:322� 106 � v2 0 0

0 �v2 0

0 0 �v2

2
4

3
5;

Mn� n� v2 rfJþ
im
o
R

� 
¼ 1; 000

1:76� 106 � 2v2 0 0

0 �2v2 0

0 0 �2v2

2
4

3
5:
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These results may be assembled into a rather large 6 by 6 determinant,

1;000

3:48�106�1:5v2 0 0 1:322�106�v2 0 0

0 2:32�106�1:5v2 0 0 �v2 0

0 0 1:58�106�1:5v2 0 0 �v2

1:322�106�v2 0 0 1:76�106�2v2 0 0

0 �v2 0 0 �2v2 0

0 0 �v2 0 0 �2v2




























¼0;

but the division of this into three 2 by 2 determinants is more manageable.

Substitution of the four 3 by 3 matrices above into the 6 by 6 determinant (9.31)

reveals that this result may be expressed as three 2 by 2 matrices for the three sets of

components, {a1, b1}, {a2, b2}, and {a3, b3} (as accomplished in (9.42));

1; 000
3:48� 106 � 1:5v2 1:322� 106 � v2

1:322� 106 � v2 1:76� 106 � 2v2

� 	
a1
b1

� 	
¼ 0;

1; 000
2:32� 106 �v2

�v2 �2v2

� 	
a2
b2

� 	
¼ 0;

1; 000
1:58� 106 �v2

�v2 �2v2

� 	
a3
b3

� 	
¼ 0:

Requiring that the determinants of the three 2 by 2 matrices above vanish yields

four nontrivial solutions for the squared wave speed v2. The vanishing of the first of
the determinants of these 2 by 2 matrices provides two roots of a quadratic equation

that represent the fast and the slow squared longitudinal wave speeds. The fast and

the slow squared longitudinal wave speeds are given by,

v ¼ 1; 629 m=s; v ¼ 909 m=s;

and the vanishing of the second and third of the determinants of the 2 by 2 matrices

above provides a zero root and a nonzero root from each determinant. The two

nonzero roots are the squared shear wave speeds

v ¼ 1; 523 m=s and v ¼ 1; 258 m=s:

The vectors a and b for the fast and slow waves are given by

a ¼ f�2:66b1; 0; 0g; b ¼ fb1; 0; 0g

and

a ¼ f�0:211b1; 0; 0g; b ¼ fb1; 0; 0g
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and for the two shear waves by

a ¼ f0;�2b2; 0g; b ¼ f0; b2; 0g; and a ¼ f0; 0;�2b3g; b ¼ f0; 0; b3g;

respectively.

Problems

9.6.1. Which wave modes propagate in a porous medium saturated with a very

low-density gas (i.e. He)? How many wave modes of each type propagate?

9.6.2. Which wave modes propagate in a porous medium when the porosity of the

porous medium is zero? How many wave modes of each type propagate?

9.6.3. Using Fig. 9.6 please explain what is meant by dispersion of fast and slow

waves plotted vs. frequency.

9.6.4. Explain the rise and fall of dispersion described in problem 9.6.3 in terms the

properties of the fluid (specify frequency range).

9.6.5. Using symbolic algebraic software show that the vanishing of the first of the

determinants (9.42) provides the two roots given by (9.45) and (9.46).

9.6.6. Using symbolic algebraic software show that the vanishing of the second and

third of the determinants (9.42) provides the two roots given by (9.47) and

two zero roots as well.

9.6.7. Explain how the amplitudes a and b of the two waves are determined once

the wave velocity is calculated in a typical problem of the type of problems

9.4.1 or 9.4.2.

9.6.8. Determine the wave velocities and the polarization vectors or eigenvectors

associated with a harmonic wave propagating along an axis of material

symmetry e1 in cancellous bone with a porosity of 0.2. Use the properties

specified for cancellous bone in Example 9.6.1.

9.6.9. Determine the wave velocities and the polarization vectors or eigenvectors

associated with a harmonic wave propagating along an axis of material

symmetry e1 in cancellous bone with a porosity of 0.5. Use the properties

specified for cancellous bone in Example 9.6.1.

9.7 Propagation of Waves in a Direction That Is Not

a Principal Direction of Material Symmetry; Quasi-Waves

In this section the theoretical framework for poroelastic waves is extended to the

propagation of waves along a general direction in orthotropic porous media, not

waves propagating the in the specific direction of a material symmetry axis consid-

ered in the previous section, which are called pure waves to distinguish them from

the wave types considered in the present section. The kind of waves under consid-

eration here are called quasi-longitudinal waves or quasi-shear waves as their

amplitudes or polarization vectors are neither parallel nor perpendicular to the
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direction of propagation n, in contrast to the case with pure longitudinal waves or

pure shear waves. The waves under consideration here are said to be quasi-
longitudinal waves if their amplitudes or polarization vectors make an angle of

45� or less with the direction of propagation n, or to be quasi-shear waves their
amplitudes or polarization vectors make an angle of more than 45� with the

direction of propagation n. The theory developed in the previous sections is

applicable to quasi-waves as well as to pure waves, but the algebra is much simpler

for pure waves.

Example 9.5.1: Wave Propagation in a Direction That Is Not a Principal Direction
of Symmetry
Determine the wave velocities and the polarization vectors or eigenvectors for

cancellous bone associated with a harmonic wave propagating in a direction that

is not an axis of material symmetry. Let the axis of material symmetry be e1 and the

direction that is not an axis of material symmetry be n ¼ {1, 1, 1}(1/√3). The
properties of the specified cancellous bone those of Example 9.6.1.

Using the data from Example 9.6.1 and n ¼ (1/√3)[1, 1, 1]T, the 6 by 6

determinant of the wave speeds (9.31) in this case is given by

1;000

2:46�106�1:5v2 9:6�106 7:08�106 4:407�106�v2 0:44�106 0:44�106

9:6�106 2:053�106�1:5v2 0:59�106 0:44�106 0:44�106�v2 0:44�106

0:708�106 0:59�106 1:50�106�1:5v2 0:44�106 0:44�106 0:44�106�v2

0:44�106�v2 0:44�106 0:44�106 0:59�106�2v2 0:59�106 0:59�106

0:44�106 0:44�106�v2 0:44�106 0:59�106 0:59�106�2v2 0:59�106

0:44�106 0:44�106 0:44�106�v2 0:59�106 0:59�106 0:59�106�2v2




























¼0

and the wave speeds are 1,692, 1,127, 1,039, and 893 m/s. For the 1,692 m/s wave

speed the polarization vectors are

a ¼ f1; 0:74; 0:40ga1; b ¼ f�0:42;�0:29;�0:122ga1:

This vector a makes an angle of 19� with the direction of propagation n. This

vector bmakes an angle of 156� with the direction of propagation n. Thus this is the
quasi-longitudinal fast wave. For the 1,127 m/s wave speed the polarization vectors

are

a ¼ f1;�1:30; 0:007ga1; b ¼ f�0:56; 0:59; 0:06ga1:

This vector a makes an angle of 96� with the direction of propagation n. This

vector b makes an angle of 91� with the direction of propagation n. Thus this is a

quasi-shear wave. For the 1,039 m/s wave speed the polarization vectors are

a ¼ f1; 0:94;�3:52ga1; b ¼ f�1:09;�0:106; 1:17ga1:
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This vector a makes an angle of 104� with the direction of propagation n. This

vector b makes an angle of 107� with the direction of propagation n. Thus this is a

quasi-shear wave. For the 893 m/s wave speed the polarization vectors are

a ¼ f1;�2:30;�11:9ga1; b ¼ f11:08; 12:73; 17:55ga1:

This vector a makes an angle of 129� with the direction of propagation n. This

vector b makes an angle of 110� with the direction of propagation n. Thus this is a

quasi-longitudinal slow wave.

Problems

9.7.1. What is the word used to describe waves composed of a mixture of longitu-

dinal and wave modes?

9.7.2. For the mixed waves of the previous question, what is the particle’s polari-

zation vector orientation relative to the vector representing the direction of

wave propagation?

9.7.3. Determine the wave velocities and the polarization vectors or eigenvectors

associated with a harmonic wave propagating in a direction that is not an axis

of material symmetry in cancellous bone with a porosity of 0.2. Let the

direction that is not an axis of material symmetry be n ¼ {1, 1, 1}(1/√3).
Use the properties specified for cancellous bone in Example 9.4.1.
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Chapter 10

Mixture Theory-Based Poroelasticity

and the Second Law of Thermodynamics

Here is an appropriate interpretation of the second law of thermodynamics:

Dissipation principle: For all thermodynamic processes that are admissible for a
given constitutive assumption, the entropy production must be positive or zero. The
decisive word in this postulate is the quantifier all it makes the postulate a restrictive

condition on the internal constitutive assumptions that can be imposed on systems

of the type under consideration. Indeed, if internal constitutive assumptions are laid

down at will and without restriction, the entropy production can be expected to be

positive or zero only for some but not for all admissible processes. Thus, the second

law is not a restriction on the kind of processes that can occur in nature, but a

restriction on the kind of material properties that physical systems occurring in

nature can have. Walter Noll, 8th International Congress on Thermal Stresses, 2009

10.1 Introduction

The title of this chapter makes reference to three topics; mixture theory,

poroelasticity, and the second law of thermodynamics. In Sect. 8.11 it was noted

that there are different major approaches to the development of the same

basic equations for the theory of poroelasticity. The first approach, the effective

medium approach, was the subject of Chap. 8. The second approach, the mixture

theory approach, is one of the subjects of this chapter. It would be helpful to read or

reread the paragraphs in Sect. 8.11 that deal with this second approach as much of

the development of the subject described there will be detained in this Chapter.

A mixture is a material with two or more ingredients, the particles of which are

separable, independent, and uncompounded with each other. If the distinct phases

of a mixture retain their identity, the mixture is said to be immiscible; if they lose

their identity, the mixture is said to be miscible. Mixture theory provides a basis

upon which the poroelasticity model of Chaps. 8 and 9 may be extended to

multicomponent mixtures. The possible constituents of a mixture include a porous

solid, solvents and solutes and possibly other constituents. The theory of mixtures is

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2_10, # Springer Science+Business Media New York 2013
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based on diffusion models that originated in a fluid mechanics and thermodynamics

tradition and was formulated in the century before last.

The modeling of pore fluid flow in porous materials whose fluid and matrix

constituents are solid components, solvents and solutes, and which may be modeled

as incompressible, is the main subject of this chapter. The modeling of pore fluid

flow in geological and biological materials whose components are compressible

was dealt with in Chap. 8 on quasistatic poroelasticity. In Chap. 8 it was shown how

the incompressible case may be approached from the compressible and thus

demonstrating that it is possible to treat the compressible and incompressible

cases jointly, but it is easier to address them separately because the interaction of

the interstitial fluid flow and the solid matrix in these two tissue types is signifi-

cantly different. Chap. 9 concerned wave propagation in poroelasticity and neces-

sarily deal with the case when all constituents were compressible.

The porous medium behavior of hard biological tissues is similar to the behavior

of saturated porous rocks, marble and granite, while the porous medium behavior of

soft tissues is similar to the behavior of saturated soils, the sort of geological

deposits one might call “swampy soils.” Although both are saturated porous

media, their detailed modeling and physical behavior are quite different. The

term unsaturated porous media generally refers to cases when the matrix pores

are filled with a fluid and a gas as, for example, the soil near the roots of a plant may

contain water, air, and soil solids. In the case of hard tissues and saturated porous

rocks, the fact that the bulk stiffness of the matrix material is large compared to the

bulk stiffness of water means that (1) only a fraction of the hydrostatic stress in

the matrix material is transferred to the pore fluid, and (2) the strains levels in many

practical problems of interest are small. In the case of soft tissues and the saturated

porous soils, (1) the strains can be large (however, only small strains are considered

in this chapter), and (2) the bulk stiffness of the matrix material is about the same as

the bulk stiffness of water which means that almost all of the hydrostatic stress in

the matrix material is transferred to the pore fluid. The effective Skempton param-

eter defined by (8.49) or (8.45) is a measure of the fraction of the hydrostatic stress

in the matrix material that is transferred to the pore fluid. For soft tissues and

saturated soils the Skempton parameter approaches one, indicating that almost

100% of the hydrostatic stress in the matrix material is transferred to the pore

fluid. As a consequence of this fact that the response to volumetric deformation of

the fluid and the solid matrix in soft tissue is much stiffer than the deviatoric

response, it is reasonable to assume that the soft tissues and the contained fluid

phase are incompressible. Thus soft tissues are “hard” with respect to hydrostatic

deformations and soft with respect to shearing or deviatoric deformations. This fact

is the justification for the assumption of incompressibility of both the matrix

material and the pore fluid made in the development of porous media models for

soft tissues. The assumption of incompressibility is not correct for marble, granite,

and hard tissue. For marble and granite the Skempton parameter is between 0.5 and

0.6 and for the lacunar canalicular porosity of bone it is between 0.4 and 0.5. This

means that only about 50% of the hydrostatic stress in the matrix material is

transferred to the pore fluid in these materials with a stiff bulk modulus.
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10.2 The Present Mixture Theory-Based

Poroelasticity Approach

Since mixture theory was first presented by Truesdell (1957) its relationship to the

previously established Biot’s poroelasticity theory (1941) has been a subject of

discussion. In this Chapter the overlap in the two theories is increased. In several

important ways the mixture model of saturated porous media is more general than

the Biot (1941) model of poroelasticity; Bowen (1980, 1982) recovered the model

of Biot (1941) from the mixture theory approach. The most important way in which

the mixture model is more general than the Biot poroelastic model is that the

mixture model admits the possibility of following many solid and fluid constituents

and it admits the possibility of having chemical reactions occurring. Thus some

constituents might vanish and others might be created. The contrast with Biot

theory is that Biot theory considers the single solid and fluid components to be

chemically inert. In several important ways the poroelastic model of Biot (1941,

1956a,b, 1962) offers better conceptual mechanisms for relating the elements of the

physical situation to their mathematical representations, a principal example being

in the distinction between the matrix, the drained and the undrained elastic

constants. It is the objective of this contribution to transfer the selected Biot

conceptual mechanisms to a mixture theory formulation of poroelasticity, thus

combining the advantages of Biot’s ideas with mixture theory.

The mixture theory-based poroelasticity presented in this chapter is augmented

from the usual presentation by the addition of two poroelastic concepts developed

by Biot and described in the two previous chapters. The first of these is the use of

the larger RVE in Fig. 8.9a rather that the Eulerian point often employed when the

mixture consist only of fluids and solutes, Fig. 8.9b. The second is the subRVE-

RVE velocity average tensor J, which Biot called the micro–macro velocity

average tensor and which is related to pore structure fabric by (9.35). These two

poroelastic concepts are developed in Cowin and Cardoso (2012). Traditional

mixture theory allows for the possibility constituents to be open systems, but the

entire mixture is a closed system. In this development the mixture is also considered

to be an open system. The velocity of a solid constituent is employed as the main

reference velocity in preference to the mean velocity (10.25) concept in the early

formulations of mixture theory. The mean velocity concept is avoided in the

mixture theory-based poroelasticity because the averaging of the solid velocity

and the fluid velocity is seldom a quantity of physical interest as it is in mixture in

which all constituents are fluids. The standard development of statements of the

conservation principles and entropy inequality employed in mixture theory are

modified to account for these kinematic changes and to allow for supplies of

mass, momentum, and energy to each constituent and to the mixture as a whole.

This presentation of the theory of mixtures is restricted to the situation in which

all the mixture constituents are incompressible, immiscible and all are at the same

temperature y. It is assumed that terms proportional to the square of diffusion

velocities will be negligible. Bowen (1976, p. 27) considers the case where they
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are not negligible. It is also assumed that the stress tensor associated with each

constituent is symmetric and that there are no action-at-a-distance couples, as there

would be, for example, if the material contained electric dipoles and was subjected

to an electrical field. The restrictions associated with each of these assumptions may

be removed.

10.3 The Second law of Thermodynamics

The development of constitutive equations for theories of mixtures cannot proceed

without such a formal algebraic statement of the irreversibility principle, the second

law of thermodynamics and that is why that topic is introduced in this chapter. Thus

far in the development of the subjects of this book it has not been necessary to

formulate a specific equation restricting the direction of development or evolution

of material processes. In Chap. 6, where the linear continuum theories of heat

conduction, elastic solids, viscous fluids, and viscoelastic materials were devel-

oped, direct physical arguments about irreversible processes could be made, with-

out invoking the second law of thermodynamics. These arguments, which were in

fact special applications of the second law, influenced only the signs of material

coefficients and stemmed from intuitively acceptable statements like “heat only

flows from hot to cold.” In this chapter a statement of the entropy inequality (the

second law) is introduced and its use is developed as a method of restricting

constitutive functions to physically acceptable processes using the arguments

introduced by Coleman and Noll (1963). The basis of that argument is summarized

in the quote from Walter Noll in 2009 repeated at the top of this Chapter.

10.4 Kinematics of Mixtures

In formulation of mixture theory-based poroelasticity presented here, the Eulerian

point used as a model of the continuum point (Fig. 8.9b) for a mixture whose

constituents are all fluids is replaced by a larger RVE introduced by Biot (1962) as

the model of the poroelastic continuum point (Fig. 8.9a). Further, Biot’s concept of

the RVE level representation of the fluid velocity as a function of the pore fluid

velocities in the sub RVE pores is employed. Biot related the components of the

relative microvelocity field _wmicro in the sub RVE pores to the RVE level fluid

velocity vectorvby a linear transformation or second order tensor denoted here as J,

_wmicro ¼ J � v:

Biot noted that J depended on the coordinates in the pores and the pore geometry.

The formula (9.35) relates J to the fabric tensor of the RVE. Thus, the mixture
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theory concept of the mean velocity (10.25) of the solid and fluid constituents is

replaced by reference to the velocity of a selected constituent vðsÞ and the

diffusion velocities relative to a selected constituent, the v introduced above.

In the theory of mixtures each place x in a fixed spatial frame of reference might

be occupied by several different particles, one for each constituent X(a), a ¼ 1,

2,. . .,N, of the mixture. This representation is a direct generalization of the single

constituent continuum considered in Chap. 2, thus the material description of

motion (2.2) is generalized to a description that recognizes all the constituents of

the mixture:

x ¼ wðXðaÞ; tÞ for all XðaÞ � OðaÞð0Þ: (10.1)

The inverse of the motion (10.1) is then, in analogy with the relationship

between (2.2) and (2.15), given by

XðaÞ ¼ w�1
ðaÞðx; tÞ for all XðaÞ � OðaÞð0Þ: (10.2)

Similar generalizations to multicomponent mixtures of the formulas for the

deformation gradient and its inverse, (2.13) and (2.14), are straightforward.

The deformation gradient tensor for the ath constituent F(a) is defined by

FðaÞ ¼ ½rðaÞ � wðXðaÞ; tÞ�T for all XðaÞ � OðaÞð0Þ; (10.3)

and the inverse deformation gradient tensor F�1
ðaÞ is, from (10.2), defined by

F�1
ðaÞ ¼ r � w�1

ðaÞðx; tÞ
h iT

for all x � OðaÞðtÞ: (10.4)

The determinant of the tensor of deformation gradient for the ath constituent,

J(a), is the Jacobian of the transformation from x to X(a), thus

JðaÞ � DetFðaÞ ¼ 1

DetF�1
ðaÞ

; (10.5)

where it is required that

0< JðaÞ<1 (10.6)

so that a finite continuum volume always remains a finite continuum volume.

The velocity v(a) and acceleration
DðaÞvðaÞ

Dt of a particle of the ath constituent, X(a),

are defined by formulas that are generalizations of the definitions (2.24) for the

velocity v and acceleration Dv
Dt in a single component continuum,
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vðaÞ ¼ _xðaÞ ¼
DaxðaÞ
Dt

¼ @xðaÞðXðaÞ; tÞ
@t

����
XðaÞfixed

; (10.7)

aðaÞ ¼ €xðaÞ ¼
DavðaÞ
Dt

¼ @2wðaÞðXðaÞ; tÞ
@t2

�����
XðaÞ fixed

; (10.8)

where X(a) is held fixed because it is the velocity or acceleration X(a) that is being

determined. The spatial description of motion of the particle X(a) (as opposed to the

material description of motion of the particle X(a) represented by (10.1)) is obtained

by substituting (10.2) into the expressions (10.7) for the velocity; thus vðaÞ ¼ Da

Dt wðaÞ
ðXðaÞ; tÞ becomes

vðaÞ ¼ Da

Dt
wðaÞ w�1

ðaÞðx; tÞ; t
� �

¼ vðaÞðx; tÞ; (10.9)

which is a generalization of (2.26). The material time derivative of the ath constitu-
ent is the time derivative following the material particle X(a); it is denoted byD

a=Dt
and is defined as the partial derivative with respect to time withX(a) held constant. If

G(x, t) represents a function of x and t, the material time derivative of the ath
constituent is given by:

Da

Dt
¼

@G wðaÞðXðaÞ; tÞ; t
� �

@t

������
XðaÞ fixed

: (10.10)

This definition is simply a generalization of (10.7) to an arbitrary functionG(x, t).
It then follows from (2.29) that

DaG
Dt

¼ @Gðx,tÞ
@t

þ vðaÞ � r½Gðx; tÞ�: (10.11)

The modeler may select one component of the mixture as special because, from

the viewpoint of the modeler, that constituent serves as a key reference relative to

which the movement of all the other constituents may be referred. This constituent

of the mixture is denoted by s. The motion of the selected constituent is, from

(10.1), given by x ¼ w(Xs, t) for all Xs � Os(0). The material time derivative

following the selected constituent is given by (10.11) with the label a replaced by

the label s. A relationship between the time derivative following the selected

constituent s and the time derivative following the generic constituent a is obtained
by subtracting the two formulas for the time derivatives:

DaG
Dt

¼ DsG
@t

þ vða=sÞ � r½Gðx; tÞ�; (10.12)
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where

vða=sÞ ¼ vðaÞ � vðsÞ; (10.13)

represents the diffusion velocity of the ath constituent relative to the s constituent.
The tensor of velocity gradients for the ath constituent L(a) is formed by taking

the spatial gradient of the velocity field for the ath constituent vðaÞ ¼ vðaÞðx; tÞ, thus

LðaÞ ¼ r � vðaÞ: (10.14)

Please note that this definition is completely analogous to the definition of the

tensor of velocity gradients for a single constituent material, L, given by (2.31).

Using the chain rule it is easy to show that L(a) also has the representation

LðaÞ ¼
DaFðaÞ
Dt

� F�1
ðaÞ: (10.15)

If r(a) denotes the density of the ath constituent, then the density of the mixture

may be defined by

rðx; tÞ ¼
XN
a¼1

rðaÞðx; tÞ: (10.16)

Physically, r(a) represents the mass of the ath constituent per unit volume of the

mixture. The true material density for the ath constituent is denoted by g(a) and
represents the mass of the ath constituent per unit volume of the ath constituent.

The quantity r(a) is sometimes called the bulk density as opposed to the true
material density, g(a). The volume fraction of the ath constituent, f(a), that is to

say the volume of the ath constituent per unit volume of the mixture, is defined by

fðaÞðx; tÞ ¼
rðaÞðx; tÞ
gðaÞðx; tÞ

; (10.17)

which may be viewed a factoring the bulk density into two components.

rðaÞðx; tÞ ¼ fðaÞðx; tÞgðaÞðx; tÞ: (10.18)

It is assumed that the sum of all volume fractions divided by the total volume is

equal to one,

XN
a¼1

fðaÞðx; tÞ ¼ 1: (10.19)

The porosity of the ath constituent is 1-f(a). If the ath constituent is incompress-

ible, then g(a) is a constant. Observe from (10.18) that the bulk density r(a) need not be
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constant even if the ath constituent is incompressible since the volume fraction f(a)

may change. The mixture is only incompressible when all the g(a), a ¼ 1, 2,. . .,N, are
incompressible. If less than N constituents are incompressible, (10.19) is a

constraining relationship between the densities. Note that the mixture density r
given by (10.19) may be variable even when all the constituents are incompressible,

that is to say all the g(a)‘s are constant, because the volume fraction (10.17) of the

constituents present at a point x is variable.

10.5 The Conservation Laws for Mixtures

In this section equations are postulated equations for the balance of mass, momen-

tum, and energy for each constituent and then the necessary and sufficient

conditions are obtained so that the usual global balance of mass, momentum, and

energy for the entire mixture is satisfied. In order to postulate equations for the

balance of mass, momentum, and energy for each constituent X(a), a ¼ 1, 2,. . .,N,
each constituent of the mixture is assigned a density r(a), an action-at-a-distance

force density d(a), a partial stress TðaÞ, a partial internal energy density e(a), a partial
heat flux, and a partial heat supply density, rðaÞ.

The local statement of mass conservation for a single constituent continuum,

@r
@t

þr � ðrvÞ ¼ 0; ð3:6 repeatedÞ

may be written for each constituent a ¼ 1, 2,. . .,N as

@rðaÞ
@t

þr � rðaÞvðaÞ
� �

¼ s
^

ðaÞ: (10.20)

where s
^

ðaÞ represents the mass supply to a constituent from other constituents and

from external sources. The local statement of mass conservation for a single

constituent continuum rewritten in terms of the selected velocity becomes

@rðaÞ
@t

þr � rðaÞ vðsÞ þ vða=sÞ
� � ¼ s

^

ðaÞ: (10.21)

The sum of all mass supplies to a constituent from other constituents is denoted

by s
^
, thus

XN
a¼1

s
^

ðaÞðtÞ ¼ s
^ðtÞ: (10.22)

The summation of (10.21) over all constituents and the use of (10.22) yields
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@r
@t

þr � rvðsÞ þ
XN
a¼1

rðaÞvða=sÞ

 !
¼ s

^ðtÞ: (10.23)

When the selected point (s) for velocity reference is the point where the velocity
is equal to the mean velocity, the statement of the conservation of mass above

reduces to the traditional formula below involving the mean velocity,

@r
@t

þr � ðrvÞ ¼ s
^ðtÞ: (10.24)

The constituent form of mass balance (10.20) summed over all the constituents

produces the continuum statement (3.6) if the definitions (10.16) for the density of

the continuum mixture and the mean mixture velocity v,

v ¼ 1

r

XN
a¼1

rðaÞvðaÞ (10.25)

are employed. Recall from the introductory paragraph of this section that this

presentation of mixture-based poroelasticity will not employ this mean velocity

concept. An exception to this non-use is note the fact that some results simplify

when the velocity of a selected constituent vðsÞ is set equal to the mean velocity

(10.25). The conservation of momentum for a single constituent continuum,

r _v ¼ r � Tþ rd; ð3:29 repeatedÞ

may be written as

rðaÞ ¼
DðaÞvðaÞ

Dt
¼ r � TðaÞ þ rðaÞdðaÞ þ p

^

ðaÞ; (10.26)

whereTðaÞ is the partial stress,dðaÞ is the action-at-a-distance force density andp
^

ðaÞ is

the momentum supply associated with constituent a. The momentum supply p
^

ðaÞ is
the only term that is not directly associated with a term in (3.29); it represents the

transfer of momentum from the other constituents to constituent a. In this presenta-
tion it is assumed that all the partial stress tensors TðaÞ are symmetric. The

assumption is consistent with the mixture theory applications that are to be consid-

ered here, but it is an assumption that may be avoided if necessary (Bowen 1976,

1980). The conservation of energy for constituent a is a similar generalization of the

single constituent continuum result (3.52),

r_e ¼ T : D�r � qþ rr; ð3:52 repeatedÞ

thus

rðaÞ
DaeðaÞ
Dt

¼ TðaÞ : DðaÞ � r � qðaÞ þ rðaÞrðaÞ þ e^ðaÞ; (10.27)
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where eðaÞ is the partial internal energy density,qðaÞ is the partial heat flux vector, rðaÞ
is the heat supply density, e^ðaÞ is the energy supply and D(a) ¼ (1/2) (L(a) + (L(a))

T)

by the extension of (2.32) to each constituent. The energy supply e^ðaÞ is the only

term that is not directly associated with a term in the single constituent continuum

form of energy conservation (3.52); it represents the transfer of energy from the

other constituents to constituent a.
If the sum of all mass supplies to a constituent from other constituents, denoted

by s
^
and defined by (10.22) is zero, then the summation of the forms of the balance

of mass (10.20), the balance of momentum (10.26) and the balance of energy

(10.27) for each constituent over all the constituents is required to produce again

the single constituent continuum forms of the balance of mass (3.6), the balance of

momentum (3.29) and the balance of energy (3.52), respectively. In the case when

the summation is over the density-weighted time derivatives of specific quantities

following the generic constituent as, for example, on the left hand side of (10.27),

the result is difficult to interpret. Thus a formula relating the time derivative of the

selected component to the sum of the density-weighted time derivatives has been

developed. Let the constituent-specific quantity per unit mass be denoted by ϖ(a)

and its density-weighted sum by rϖ, thus

ˆ ¼ 1

r

XN
a¼1

rðaÞˆðaÞ: (10.28)

The desired formula relating the sum of the density-weighted, constituent-

specific, time derivatives to the time derivative following the selected component

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þ
XN�s

b¼1

r � ðˆðbÞrðbÞnðb=sÞÞ �ˆr �
XN�s

b¼1

rðbÞ vðb=sÞ

þ ˆs
^ðtÞ �

XN
a¼1

ˆðaÞs
^

ðaÞðtÞ
( )

;

(10.29)

where vða=sÞ is the diffusion velocity relative to the selected component defined by

(10.13).

The derivation of (10.29) is given in the Appendix to this Chapter. The deriva-

tion involves the following relationship that follows from (10.25) and (10.16) with

the use of (10.13) to note that vðs=sÞ must be zero:

rðv� vðsÞÞ ¼
XN
a¼1

rðaÞ vða=sÞ ¼
XN�s

b¼1

rðbÞ vðb=sÞ; (10.30)
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The derivation of (10.29) involves the expressions for the time derivatives

(10.11) and (10.12), the constituent-specific mass balance (10.20) and the definition

of the density-weighted sum rϖ in terms of the constituent-specific quantity per

unit mass denoted by ϖ(a), (10.28). When the result (10.30) is incorporated in

(10.29) it takes the form

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þ
XN�s

b¼1

r�ðˆðbÞrðbÞnðb=sÞÞ �ˆr � rðv� vðsÞÞ

þ ˆs
^ðtÞ �

XN
a¼1

ˆðaÞs
^

ðaÞðtÞ
( )

(10.31)

Note that (10.30) reduces to

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þ
XN�s

b¼1

r � ðˆðbÞ rðbÞ nðb=sÞÞ

þ ˆs
^ðtÞ �

XN
a¼1

ˆðaÞs
^

ðaÞðtÞ
( )

(10.32)

when vðsÞ ¼ v and to

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dˆ

Dt
(10.33)

whenˆðaÞ is assumed not to have a dependence upon the index a. Application of the

formula (10.31) relating the sum of the density-weighted, constituent-specific, time

derivatives to the time derivative following the selected component to the special

case of the velocity vðaÞ yields the following representation:

XN
a¼1

rðaÞ
DavðaÞ
Dt

¼ r
Dsv

Dt
þ
XN
a¼1

r� ½rðaÞvða=sÞ �vða=sÞ�

� 1

r

XN
a¼1

r�ðrðaÞvða=sÞÞ
XN
a¼1

rðaÞvða=sÞ

( )
þ vs

^ðtÞ�
XN
a¼1

vðaÞs
^

ðaÞðtÞ
( )

(10.34)

which reduces to

XN
a¼1

rðaÞ
DavðaÞ
Dt

¼ r
Dsv

Dt
þ vs

^ðtÞ �
XN
a¼1

vðaÞs
^

ðaÞðtÞ
( )

(10.35)
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where terms of order of the diffusion velocity vða=sÞ squared have been neglected or
when v ¼ vðsÞ.

With the results (10.31) and (10.34) in hand it is now possible to return to the

development of the sums of the constituent-specific balance equations. Recall that it

is required that the summation of the forms of the balance of mass (10.20), the

balance of momentum (10.26) and the balance of energy (10.27) for each constitu-

ent over all the constituents is required to produce again the single constituent

continuum forms of the balance of mass (3.6), the balance of momentum (3.29) and

the balance of energy (3.52), respectively, to within the supply terms for each

constituent and the supply term for the mixture. The summation of the component-

specific form of the conservation of linear momentum (10.26), employing the

representation (10.35) for the sum of the density-weighted, component-specific

time derivatives of the component-specific velocities, one obtains a result that is

similar to the single component form (3.29),

r
Dsv

Dt
¼ r � Tþ rdþ p

^ðtÞ; (10.36)

if the squares of the diffusion velocities are neglected. The total stressT is defined by

T ¼
XN
a¼1

TðaÞ; (10.37)

and the sum of the action-at-a-distance forces by

d ¼ 1

r

XN
a¼1

ðrðaÞ dðaÞÞ; (10.38)

and the sum of the constituent momentum supplies p
^

ðaÞ is denoted by p
^
,

XN
a¼1

fp^ðaÞ þ vðaÞ s
^

ðaÞg � vs
^ðtÞ ¼ p

^
: (10.39)

If the velocity of the selected component is equal to the mean velocity of the

mixture, vðsÞ ¼ v, the results (10.35) through (10.39) will coincide with results that

appear in Bowen (1967, 1976, 1980, 1982).

The summation of the constituent-specific form of the balance of energy (10.27)

over all the constituents, and subsequently employing the formula (10.29) withˆðaÞ
replaced by eðaÞ, yields

r
Dse
Dt

¼ rr þ e^ðtÞ þ
XN
a¼1

TðaÞ

: DðaÞ � r �
XN
a¼1

qðaÞ þ ðeðaÞ � eÞrðaÞvða=sÞ
n o

; (10.40)
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where e is the specific internal energy density for the mixture and r is the heat

supply density for the mixture given by

e ¼ 1

r

XN
a¼1

rðaÞ eðaÞ; r ¼
1

r

XN
a¼1

rðaÞ rðaÞ; (10.41)

and where the sum of the energy supplies e^ðaÞ is denoted by e^ðtÞ,

e^ðtÞ ¼
XN
a¼1

e^ðaÞ þ eðaÞs
^

ðaÞðtÞ
n o

� es^ðtÞ: (10.42)

The key results of this section are the statements of the conservation of mass,

momentum, and energy for each constituent and the summation of these component

forms to yield statements of these conservation principles for the mixture. The

kinematic identities (10.29) and (10.34) form the other important result; its deriva-

tion is a suggested problem below.

Problems

10.5.1 Show that the constituent form of mass balance (10.18) summed over all the

constituents will produce the continuum statement (3.6).

10.5.2 Derive the formula relating the sum of the density-weighted, constituent-

specific, time derivatives to the time derivative following the selected

component, (10.29). In the course of this derivation you will likely employ

(10.11), (10.12), and (10.28).

10.5.3 Derive the formula (10.34) from (10.29) by setting ˆðaÞ equal to vðaÞ.

10.6 A Statement of Irreversibility in Mixture Processes

Many physical quantities can be considered as influencing the specific internal

energy density e of a material object. (Recall that the specific internal energy density

e was introduced in the section on the conservation of energy, Sect. 3.5). These

include, for example, the specific volume, the components of a tensor measuring

deformation or strain, the densities, or the concentrations of the constituents of the

mixture, and so on. In the mixtures of interest here the set of parameters

characterizing the thermodynamic substate of a particle X of the mixture, which

actually represents an RVE, will be the infinitesimal strain tensor E given by (2.52)

and each of the densities of the constituents, r(a). The notation {E, r(a)} is introduced
for these parameters. The set of parameters {E, r(a)} is said to characterize the

thermodynamic substate of a particle X in an object (i.e. a thermodynamic system).

Knowledge of the thermodynamic substate {E, r(a)} does not, however,

completely characterize the thermodynamic properties of a thermodynamic system
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because it does not describe the relationship between two substates. Given two

thermodynamic substates {E, r(a)} and {E*, r(a)*}, the knowledge is not sufficient
to specify whether a transition {E, r(a)} ! {E*, r(a)*} is possible or not. This

ordering of thermodynamic substates is accomplished by the introduction of

entropy; the steps of this introduction we develop in the following paragraph.

A transition {E, r(a)} ! {E*, r(a)*} between thermodynamic substates is simply

an ordered pair {E, r(a)}, {E*, r(a)*} of thermodynamic substates. If the transitions

{E, r(a)} ! {E*, r(a)*} and {E*, r(a)*} ! {E, r(a)} are both possible, the transi-

tion is said to be reversible. If the transition {E, r(a)} ! {E*, r(a)*} is possible, but
{E*, r(a)*} ! {E, r(a)} is not, then the transition is said to be irreversible. The
directionality of transitions may be expressed in the following axiom of ordering:

Given two thermodynamic substates {E, r(a)} and {E*, r(a)*}, it is possible to

decide whether the transition {E, r(a)} ! {E*, r(a)*} is possible or not.
The existence of an ordering of substates is analogous to the existence of the

“greater than” relation “>” for real numbers. For example, given two distinct real

numbers a and a* we have either a > a*, a* > a or a ¼ a* while no such ordering
holds for, say, the complex numbers. This permits the construction of a homeomor-

phism between the ordering of thermodynamic states and the ordering of real

numbers. This is done by introducing a real-valued function � which assigns a

real number to each thermodynamic substate � ¼ �(E, r(a)), in such a way that

�(E*, r(a)*) > �(E, r(a)) if the transition {E, r(a)} ! {E*, r(a)*} is irreversible.

The substates are thereby ordered and labeled by means of the real-valued function

of the substate, �. In any particular physical situation such a function is empirically

determinable, and if � is one such function, then so is f(�), where f is a monotoni-

cally increasing function of its argument. Assuming a particular function � to have

been chosen, it is called the empirical entropy of the thermodynamic system.

The thermodynamic state of a particle X in an object is completely specified by

the thermodynamic substate {E, r(a)}and the entropy � of the (RVE associated with

the) particle. The basic assumption of thermodynamics is that the thermodynamic

state completely determines the (specific) internal energy e independent of time,

place, motion and stress, thus e ¼ e(�, E, r(a), X). Choice of the exact functional

form of e defines different thermodynamic substances. If X does not appear in the

form of e chosen, the substance is said to be thermodynamically simple.

In order to develop a rationale for a differential equation in entropy production �,
the time rate of change of internal energy e in the conservation of energy (3.52) is

expressed in two different ways:

r ¼ Dse
Dt

¼ PE þ QE ¼ PI þ QI; (10.43)

where PE and QE denote the contribution of the external mechanical and nonme-

chanical power and PI and QI denote the division into internal mechanical and

nonmechanical power, respectively. The external quantities are defined, using

(3.50) and (3.52), by
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PE ¼ T : D; QE ¼ rr �r � h; (10.44)

where h is the heat flux vector. The internal mechanical power is represented by the

power generated by the time rate of change of the internal parameters {E, r(a)}
contracted with the corresponding internal force systems to form scalar quantities

with the dimension of energy. The internal nonmechanical power is represented by

the product of the time rate of change of the specific entropy with the density and

the temperature y, thus

QI ¼ ry
Ds�

Dt
: (10.45)

From (10.43) and (10.45) it follows that

r y
Ds�

Dt
¼ PE � PI þ QE; (10.46)

thus the production of specific entropy is the difference between the external and

internal mechanical work plus the external nonmechanical power.

Let N denote the entropy of an entire object and let � denote the entropy per unit
mass or specific entropy at the particle X of the object, thus

N ¼
ð
o

r� dv: (10.47)

The time rate of change of the N and � are related by

DsN

Dt
¼
ð
o

r
Ds�

Dt
dv (10.48)

which follows from (3.8). The total entropy production DsN
Dt is written as the sum of

the external production
DsNðeÞ
Dt and the internal production

DsNðiÞ
Dt , thus

DsN

Dt
¼ DsNðiÞ

Dt
þ DsNðeÞ

Dt
: (10.49)

The external entropy production
DsNðeÞ
Dt is associated with the total flux of

nonmechanical power, divided by the absolute temperature y, thus

DsNðeÞ
Dt

¼ �
þ
@O

h � n
y

daþ
ð
O

rr
y
dv; (10.50)
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and the internal entropy production
DsNðiÞ
Dt is simply related to a similar specific

internal entropy production quantity Dss
Dt ,

DsNðiÞ
Dt

¼
ð
O

r
Dss
Dt

dv; (10.51)

where s is the specific internal entropy. From experiment and experience it is

known that, at constant temperature, the excess of external power over internal

power (PE - PI) must be greater than zero; that is to say, at constant temperature,

one cannot recover from an object more power than was supplied to the object. It is

also a fact of experience and experiment that heat flows from the hotter to the colder

parts of an object and not in the reverse way. In equation form we note this last

assertion by

q � ry � 0 for PE � PI ¼ 0; (10.52)

while the former assertion is summarized in the statement (PE - PI) � 0.

Guided by these results it is postulated that the internal entropy production is

always greater than or equal to zero Ds�
Dt � 0. This postulate is a form of the second

law of thermodynamics; the postulate of irreversibility. The second law applied to

an object occupying a volume O may be stated as
DsNðiÞ
Dt ¼ DsN

Dt �
DsNðeÞ
Dt � 0. In terms

of DsN
Dt ,

DsNðeÞ
Dt , and

DsNðiÞ
Dt , the following terminology is customary: an equilibrium

state is defined by DsN
Dt ¼ 0, a reversible process is characterized by

DsNðiÞ
Dt ¼ 0, an

irreversible process is characterized by
DsNðiÞ
Dt >0; DsN

Dt ¼ DsNðiÞ
Dt characterizes an

adiabatic process and only in the case of an adiabatically insulated system does

the second law of thermodynamics in the form DsN
Dt � 0 apply. It should be noted

that, in general, the various entropies might satisfy the three inequalities DsN
Dt >0,

DsNðiÞ
Dt >0, and

DsNðeÞ
Dt <0.

In terms of the specific or continuum variables, the second law of thermody-

namics
DsNðiÞ
Dt ¼ DsN

Dt �
DsNðeÞ
Dt � 0 may be written as

ð
O

r
Ds�

Dt
dvþ

þ
@O

h � n
y

da�
ð
O

rr
y
dv � 0 (10.53)

using (10.48) and (10.50). In order to convert the integral equation (10.53) to a field

or point equation the divergence theorem (A183) is employed as well as the

argument that was used to convert the integral equation (3.4) to the field equation

(3.5). Recall that this was an argument employed four times in Chap. 3. Applying

these arguments to (10.53) it follows that
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r
Ds�

Dt
þr � h

y

� �
� rr

y
� 0: (10.54)

Integral equations such as (3.4) and (10.53) are global statements because they

apply to an entire object. However the results (3.5) and (10.54) are local, point wise

conditions valid at the typical point (place) in the object. Thus the transitions

(3.4) ! (3.5) and (10.53) ! (10.54) are from the global to the local or from the

object to the point (or particle) in the object.

On the molecular level, each macroscopic substate {E, r(a)} corresponds to a

large set of molecular states. In other words, the relationship between the molecular

states and the macroscopic states is injective, they are in one-to-one correspon-

dence. If we attribute an equal probability to each molecular state, the probability

that a thermodynamic state {E, r(a)} is different from another thermodynamic state

{E*, r(a)*} can be calculated from the number of molecular states to which it

corresponds. In statistical physics, the concept of entropy is defined as the logarithm

of the number of molecular states that correspond to that particular molecular state

(multiplied by Boltzman constant). The entropy thereby provides a measure of the

relative probability of different macrostates. The second law, stating that entropy

moves towards increasing entropy, simply states that the system has a natural

tendency to evolve from less probable states towards more probable states. In this

sense one can interpret the second law as being almost a tautology.

10.7 The Entropy Inequality for a Mixture

Returning to the continuum model note that, in terms of the internal energy e(�, E,
r(a), X), the temperature, stress and electrochemical (or chemical) potential may be

defined as the derivatives of e(�, E, r(a), X) with respect to entropy, strain, and

volume fraction, respectively:

y ¼ @e
@�

� �
E;rðaÞ

; T ¼ @e
@E

� �
�;rðaÞ

; mðaÞ ¼
@e

@rðaÞ

 !
E;�

: (10.55)

The time derivative of the internal energy e may then be expressed as follows:

Dse
Dt

¼ y
Ds�

Dt
þ T : Dþ

XN
a¼1

mðaÞ
DsrðaÞ
Dt

: (10.56)

The Helmholtz free energy is defined by

Cðy;E; rðaÞ;XÞ ¼ eð�;E; rðaÞ;XÞ � �y; (10.57)
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and the derivatives of the free energy C with respect to temperature, strain, and

volume fraction yield the entropy, stress, and electrochemical (or chemical) poten-

tial, respectively:

� ¼ � @C
@y

� �
E;rðaÞ

; T ¼ @C
@E

� �
y;rðaÞ

; mðaÞ ¼
@C
@rðaÞ

 !
E;y

: (10.58)

The time derivative of the free energy C may then be expressed as follows:

DsC
Dt

¼ �
Dsy
Dt

þ T : Dþ
XN
a¼1

mðaÞ
DsrðaÞ
Dt

: (10.59)

It is assumed that each constituent of the mixture has the regular properties of a

thermodynamic substance, thus the Helmholtz free energy of each constituent C(a)

is related to the temperature y and constituent-specific internal energy e(a) and
entropy �(a) by the component-specific form of (10.57)

CðaÞ ¼ eðaÞ � y�ðaÞ; (10.60)

where

C ¼ 1

r

XN
a¼1

rðaÞCðaÞ: (10.61)

Either the condition
DsNðiÞ
Dt ¼ DsN

Dt �
DsNðeÞ
Dt � 0 or the integral (10.49) or the field

equation (10.50) are called the Clausius Duhem inequality for internal entropy

production. They are equivalent statements of the second law of thermodynamics.

In order to generalize the inequality (10.50) to a mixture, three substitutions into

(10.50) are made. First the � in (10.50) is replaced by the density-weighted average
of the constituent-specific internal entropy �(a), thus

� ¼ 1

r

XN
a¼1

rðaÞ�ðaÞ; (10.62)

and, second, a similar replacement, the second of (10.37) is made for rr. Third, the
formula (10.26) for the density-weighted sum of all the time derivatives of ˆðaÞ
following all the constituents is related to the time derivative following the selected

constituent is applied to the density-weighted average of the constituent-specific

internal entropy �(a),

XN
a¼1

rðaÞ
Da�ðaÞ
Dt

¼r
Ds�

Dt
þ
XN�s

b¼1

r � ½�ðbÞrðbÞuðbÞ� � �r � ½rðbÞuðbÞ�
n o

: (10.63)
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The entropy inequality for a mixture may now be formulated using the entropy

inequality for the single component continuum (10.50) as the guide. The term r Ds�
Dt

in (10.50) is eliminated using (10.63). The heat supply density r in (10.50) is

replaced by that for the mixture given by the second of (10.37), thus entropy

inequality for a mixture takes the form

XN
a¼1

rðaÞ
Da�ðaÞ
Dt

þr �
XN
a¼1

hðaÞ
y

� rðaÞ�ðaÞuðaÞ

" #
þ
XN
a¼1

�r � ½rðbÞuðbÞ� �
1

y

XN
a¼1

rðaÞrðaÞ � 0:

(10.64)

It is important to note that, while there were forms of each of the conservation

principles for each of the constituents (10.18), (10.20), (10.21) that were summed

over to obtain statements of those principles that applied to the mixture as whole,

(3.6), (3.29), (3.52), respectively, it was not assumed that there were constituent-

specific forms of the entropy inequality (10.64). The literature is somewhat divided

on the use of constituent-specific forms of the entropy inequality (Bowen, 1976,

Sect. 1.7). The conservative position is to assume only the mixture level inequality.

Thus the entropy inequality employed here only makes a statement for the entire

mixture, not for any particular constituent.

The remainder of this section presents the development of an alternate form of

the entropy inequality (10.64). First, the product r(a)r(a) is eliminated between

(10.21) and (10.64) and then, second, the result is multiplied by y, third, it is
assumed that the constituent-specific flux vectors, h(a) and q(a), are related by

hðaÞ ¼ qðaÞ þ rðaÞy�ðaÞuðaÞ; (10.65)

thus

XN
a¼1

rðaÞ y
Da�ðaÞ
Dt

� DaeðaÞ
Dt

� �
þ yr �

XN
a¼1

qðaÞ
y

� �" #

þ
XN
a¼1

y�r � ½rðbÞuðbÞ� þ
XN
a¼1

TðaÞ : DðaÞ � r � qðaÞ þ e^ðaÞ � 0; (10.66)

then using (10.38), (10.60) and

q ¼
XN
a¼1

qðaÞ; (10.67)

(The expression (10.67) for the heat flux is an approximation that neglects several

terms associated with diffusion velocities. This point is discussed on page 27 of

Bowen (1976)) it follows that
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�r�
Dsy
Dt

� 1

y
q � ryþ

XN
a¼1

y�r � ½rðbÞuðbÞ

þ �r�
Dsy
Dt

� 1

y
q � ryþ

XN
a¼1

y�r � ½rðbÞuðbÞ�

þ
XN
a¼1

TðaÞ : DðaÞ � vðaÞ � p^ðaÞ � rðaÞ
DaCðaÞ
Dt

	 

� 0: (10.68)

The expression relating the terms in (10.68) containing the time derivatives of

the specific free energy density for the mixture CðaÞ is replaced by

XN
a¼1

rðaÞ
DaCðaÞ
Dt

¼ r
DsC
Dt

þ
XN�s

b¼1

r � ½CðbÞrðbÞuðbÞ� �Cr � ½rðbÞuðbÞ�
n o

; (10.69)

a result that was obtained by substituting CðaÞ for ˆðaÞ in (10.23); thus (10.68)

becomes

� r
DsC
Dt

� r�
Dsy
Dt

� 1

y
q � ryþ

XN
a¼1

er � ½rðbÞuðbÞ�

þ
XN
a¼1

TðaÞ : DðaÞ � vðaÞ � p^ðaÞ � r � ½CðbÞrðbÞuðbÞ�
h i

� 0; (10.70)

where use of been made of (10.57) in setting Cþ �y ¼ e.
The entropy inequality (10.70) will now be restricted to the case of accelerationless

processes. Neglecting both the acceleration and the action-at-a-distance forces, the

balance ofmomentum for the continuum (3.29) reduces tor � T ¼ 0and the balance of

momentum for each constituent of the continuum (10.20) reduces top
^

ðaÞ ¼ �r � TðaÞ.
Thus we now have the following representations for the divergence of the total

stress and the divergence of the constituent-specific partial stress

r � T ¼ 0; r � TðaÞ ¼ �p
^

ðaÞ: (10.71)

An algebraic development will now be used to obtain an alternate representation

for the first two terms of the sum in (10.70). This manipulation begins with the

identity that follows easily from (10.71) and the separation of the selected constitu-

ent stress-related components from the other stress-related components;

XN
a¼1

½TðaÞ : DðaÞ � vðaÞ � p^ðaÞ� ¼
XN
a¼1

½TðaÞ : DðaÞ þ vðaÞ � rTðaÞ�

¼ TðsÞ : DðsÞ þ vðsÞ � rTðsÞ þ
XN�s

b¼1

½TðbÞ : DðbÞ þ vðbÞ � rTðbÞ�: (10.72)
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Observing from (10.33) that the selected components of the stress TðsÞ may be

expressed in terms of the remaining components and the total stress.

TðsÞ ¼ T �
XN�s

b¼1

TðbÞ; (10.73)

then the first two terms of the sum in (10.70) have the alternate representation

XN
a¼1

½TðaÞ : DðaÞ � vðaÞ � p^ðaÞ� ¼ T : DðsÞ þ
XN�s

b¼1

½TðbÞ : ½r � uðbÞ� þ uðbÞ � rTðbÞ

(10.74)

where (10.72) has been employed. Substitution of (10.74) into (10.70) yields the

inequality

� r
DsC
Dt

� r�
Dsy
Dt

� 1

y
q � ryþ

XN
a¼1

er � ½rðbÞuðbÞ� þ T : DðsÞ

þ
XN�s

b¼1

½TðbÞ : ½r � uðbÞ� þ uðbÞ � rTðbÞ � r � ½CðbÞrðbÞuðbÞ�� � 0: (10.75)

The inequality (10.75) for accelerationless processes in the absence of action-at-

a-distance forces will be applied, after further specializing it for a porous medium,

in the section after next.

10.8 Constitutive Equations for a Multi-Constituent

Porous Medium

In this section the conservation principles of mass, linear momentum and energy,

and the entropy inequality are first specialized to the development of a continuum

mixture model of a fluid-saturated porous medium containing a porous solid and

N-1 other species including a pore fluid and neutral solutes. Then the constitutive

equations for the multicomponent porous medium are developed following these

same steps outlined in Chap. 4 and employed in Chap. 6 in the development of

the four linear continuum theories considered, but here placing a greater emphasis

on the use of the entropy inequality to restrict the constitutive assumptions. At the

end of the section the reduced entropy inequality is employed to restrict the values

of the material coefficients in Fourier’ and Darcy’ laws.

The porous solid is taken to be the selected constituent in the mixture, hence

the “s” subscript or superscript notation now means solid as well as “selected”.

The porous solid constituent is special because it contains all the other constituents

and limits their behavior. From the viewpoint of the modeler it serves as a structure
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relative to which the movement of all the other constituents may be referenced.

It is therefore singled out for special consideration in models of the porous medium.

Since the true density of each constituent, g(a), is assumed to be constant, the

local statement of mass conservation for a single constituent continuum, (10.20), is

written for each constituent a ¼ 1, 2,. . .,N in terms of the local volume fractions,

f(a), as

@fðaÞ
@t

þr � ðfðaÞvðaÞÞ ¼ 0: (10.76)

Since the solid constituent is treated as special, the restriction (10.19) is rewritten as

fsðx; tÞ þ
XN�s

b¼1

fðbÞðx; tÞ ¼ 1; (10.77)

where the summation index b runs over all the constituents except s. Summing all

the constituent mass conservation equations (10.76), and employing (10.19), it

follows that

r �
XN
a¼1

fðaÞvðaÞ

 !
¼ 0: (10.78)

Multiplying (10.19) by vs and subsequently taking the divergence of the result, it
follows that

r � vs �r �
XN
a¼1

fðaÞvðsÞ

 !
¼ 0; (10.79)

the sum of (10.78) and (10.79) yields

r � vs þr �
XN
a¼1

fðaÞuðaÞ

 !
¼ 0; (10.80a)

where the definition of the diffusion velocity, (10.13) orvða=sÞ ¼ vðaÞ � vðsÞ, has been
employed. However, since vðs=sÞ ¼ 0, it follows that (10.80a) is equivalent to

r � vs þr �
XN�s

b¼1

fðbÞuðbÞ

 !
¼ 0: (10.80b)

It is required that this entropy inequality (10.75) hold for all states of the mixture

complying with the balance laws, the incompressibility condition and that it hold
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for all states of the mixture. The implementation in the inequality (10.75) of the

constraint of incompressibility is accomplished by introducing the Lagrange

multipliers p (for this use of Lagrange multipliers, see Example 6.4.1 concerning

pressure as a Lagrange multiplier in incompressible fluids; for another method of

imposing the incompressibility constraint in poroelasticity, see Chap. 9). The

Lagrange multiplier p for incompressibility is introduced by multiplying the fol-

lowing form of (10.76),

r � vs þ
XN�s

b¼1

fðbÞr � uðbÞ þ uðbÞr � fðbÞ

 !
¼ 0; (10.81)

by p and adding the result to (10.75), thus (10.75) becomes

� r
DsC
Dt

� r�
Dsy
Dt

� 1

y
q � ryþ

XN
a¼1

er � ½rðbÞuðbÞ� þ Teff : DðsÞ

þ
XN�s

b¼1

f½TðbÞ þ fðbÞp1þ rðbÞCðbÞ1� : ½r � uðbÞ�g

þ
XN�s

b¼1

fuðbÞ � ½r � TðbÞ þ prfðbÞ � rrðbÞCðbÞ�g � 0; (10.82)

where the effective stress has been introduced:

Teff ¼ T þ p1: (10.83)

The development of four, relatively simple, constitutive relations was described

in Chap. 6. The process of developing constitutive relations was described in

Chap. 3. The steps in this process consisted of the constitutive idea and the

restrictions associated with the notions of localization, invariance under rigid object

motions, determinism, coordinate invariance, and material symmetry. In that devel-

opment, restrictions on the coefficients representing material properties were devel-

oped without recourse to the second law of thermodynamics; ad hoc arguments

equivalent to those obtainable from the second law were employed. The present

development proceeds by making constitutive assumptions that are consistent with

the restrictions of localization, invariance under rigid object motions, determinism

and coordinate invariance by assuming a general form for their functional depen-

dence on localized tensorial variables that are invariant under rigid object motions,

and that have no dependence upon time except for the present time. Then the entropy

inequality is employed to restrict the constitutive assumptions in the manner of

Coleman andNoll (1963) based on the philosophy described in the opening quote for

this Chapter due to Noll (2009). This is a straightforward process that often appears

complex due to the notation for the many factors that must be accounted for in a

mixture. To ease the reader into this method a simpler example is first presented.
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Example 10.8.1
Restrict the functional dependence of the free energy C, the entropy � and the heat

flux vector q in a rigid isotropic heat conductor using the entropy inequality and

arguments concerning the functional dependence of these three functions.

Solution: Democratic but elementary constitutive assumptions are made for the free

energy C, the entropy �, and the heat flux q. The independent variables for these

three functions are assumed to be same for all three quantities; they are the tempera-

ture y and the temperature gradient ry, thus C ¼ Cðy;ryÞ, � ¼ �ðy;ryÞ, q ¼ qð
y;ryÞ. The time rate of change of the free energyC ¼ Cðy;ryÞ, determined using

the chain rule,

DsC
Dt

¼ @C
@y

Dsy
Dt

þ @C
@ry

� D
sry
Dt

;

and the constitutive assumptions C ¼ Cðy;ryÞ, � ¼ �ðy;ryÞ, q ¼ qðy;ryÞ are
then substituted into the entropy inequality (10.82) and one obtains the inequality

� r � þ @C
@y

� �
Dsy
Dt

� 1

y
q � ry� r

@C
@ry

Dsry
Dt

� 0:

The argument originated by Coleman and Noll (1963) is that this inequality must

be true for all possible physical processes and the functional dependence upon the

independent variables, in this case fy;ryg, must be restricted so that is the case.

In view of this set of independent variables, the last summand of the inequality

above is linear in the time derivative of the temperature gradient Dsry=Dt. This
time derivative is not contained in the set of independent variables fy;ryg and it

does not appear elsewhere in the inequality and thus it may be varied when the set

of independent variables at a point is held fixed. In order that it not be varied in way

that inequality be violated it is necessary that the coefficient @C
@ry of

Dsry
Dt must

vanish. However, if @C
@ry ¼ 0, it follows that the function dependence of C ¼ Cðy

;ryÞ is reduced to C ¼ CðyÞ . When the reduced dependence, C ¼ CðyÞ , the
inequality above reduces to

� r � þ @C
@y

� �
Dsy
Dt

� 1

y
q � ry � 0:

The argumentmade above is now repeated to show that the term involving the time

derivative of the temperature, Dsy=Dt , must vanish, thus one concludes that

� ¼�ð@C=@yÞ . When the restrictions @C=@ry ¼ 0 and � ¼ �ð@C=@yÞ are

substituted back into the form of the entropy inequality above, it reduces to � ð1=yÞ
q � ry � 0. In the case when the isotropic form of the Fourier law of heat conduction

gives the heat flux, q ¼ �kry , the inequality reduces toðk=yÞry � ry � 0 and it
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requires only that k be positive, since the temperature is positive as a consequence of

its definition.

Finally, note that the argument involving Dsry=Dtwas performed first, then the

argument involving Dsy=Dt. This ordering of the arguments is required because Ds

y=Dt depends onry, Dsy
Dt ¼ @yðx;tÞ

@t þ vðsÞ � r½yðx; tÞ�, a result that is a special case of
(10.11).

The method of this example will next be applied to the mixture of interest.

Constitutive assumptions will now be made for the free energyC, the entropy �, the

effective stress Teff , each constituent-specific free energy C(b), each constituent-

specific partial stress TðbÞ and the heat flux q. The independent variables included in
the constitutive assumptions are the localized small strain tensor E, the temperature

y, the temperature gradient ry , the constituent densities r(b) and the diffusion

velocities vðb=sÞ . These functional dependencies are expressed as equations in the

following forms:

C ¼ CðE; y;ry;fðbÞ; vðb=sÞÞ; � ¼ �ðE; y;ry;fðbÞ; vðb=sÞÞ;
Teff ¼ Teff ðE; y;ry;fðbÞ; vðb=sÞÞ; CðcÞ ¼ CðcÞðE; y;ry;fðbÞ; vðb=sÞÞ
TðcÞ ¼ TðcÞðE; y;ry;fðbÞ; vðb=sÞÞ; q ¼ qðE; y;ry;fðbÞ; vðb=sÞÞ (10.84)

These constitutive assumptions are now substituted into the entropy inequality

(10.82); in the case of the free energy, C, the chain rule is applied, thus

DsC
Dt

¼ @C
@y

Dsy
Dt

þ @C
@E

:
DsE

Dt
þ @C
@fðaÞ

DsfðaÞ
Dt

þ @C
@vðb=sÞ

� D
svða=sÞ
Dt

þ @C
@ry

� D
sry
Dt

;

(10.85)

thus

� r �þ @C
@y

� �
Dsy
Dt

� 1

y
q � ryþ Teff � r

@C
@E

� �
: DðsÞ � r

@C
@ry

�D
sry
Dt

þ�
XN
a¼1

r
@C

@vðb=sÞ
�D

svðb=sÞ
Dt

!
þ
XN�s

b¼1

f½TðbÞ þ fðbÞmðbÞ1� rðbÞCðbÞ1� : ½r � vðb=sÞ�g

þ
XN�s

b¼1

f½r � TðbÞ þ mðbÞrfðbÞ � rrðbÞCðbÞ� � vðb=sÞg � 0;

(10.86)

where mðbÞ are the electrochemical potentials of the constituents other than the

porous solid,

mðbÞ ¼ r
@C
@fðbÞ

þ gðbÞeþ p; (10.87)
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p is a Lagrange multiplier representing the fluid pressure. We now employ the

Coleman and Noll (1963) argument described in the example above, namely that

the assumed constitutive dependencies (10.84) must be restricted so that the

inequality (10.86) is true for any value of the final set of independent variables.

In view of this set of independent variables, the last summand of (10.86) is linear in

the time derivative of the diffusion velocity
Dsvðb=sÞ

Dt . This time derivative is not

contained in the set of independent variables ðE; y;ry;fðbÞ; vðb=sÞÞ; C ¼ CðE; y;r
y;fðbÞ; vðb=sÞÞ and it does not appear elsewhere in the inequality and thus it may be

varied when the set of independent variables at a point is held fixed. It follows

that the coefficient @C
@vðb=sÞ

of
Dsvðb=sÞ

Dt must vanish, thus the functional dependence of C

¼ CðE; y;ry;fðbÞ; vðb=sÞÞ is reduced toC ¼ CðE; y;ry;fðbÞÞ. Repeating the same

argument, the coefficient @C
@ry of

Dsry
Dt must vanish, thus the functional dependence of

C ¼ CðE; y;ry;fðbÞÞ is reduced to C ¼ CðE; y;fðbÞÞ . In view of the reduced

dependence of C ¼ CðE; y;fðbÞÞ , a repetition of the previous argument for this

reduced set of independent variables is applied to the coefficient of the first

summand of (10.86) involving the time derivative of the temperature Dsy
Dt , and so

the coefficient of the third summand is linear in the solid rate of deformation tensor

DðsÞ, thus

� ¼ � @C
@y

and Teff ¼ r
@C
@E

: (10.88)

This result shows that the entropy and effective stress of a porous medium

can be derived from a regular strain energy function C ¼ CðE; y;fðbÞÞ ,

which physically has the same meaning as in single phase or multiphasic media,

but which can depend on both strain and solute concentrations in the medium.

Concerning the summands within the summation signs in (10.86) there is one

summand linear in the gradient of the diffusion velocity r� vðb=sÞ , and this term

appears nowhere else in the reduced inequality. In order to satisfy this restriction the

following equation for the partial stress is implied:

TðbÞ ¼ fðbÞðgðbÞCðbÞ � mðbÞÞ1; (10.89)

thus the partial stress of the fluid and the solutes are all seen to be scalars.

When the reduced functional dependence of the free energy toC ¼ CðE; y;fðbÞÞ
and the three restrictions (10.88) and (10.89) obtained on the inequality (10.87) are

substituted back into (10.87), it reduces to the following:

� 1

y
q � ry�

XN�s

b¼1

fðbÞvðb=sÞ � rmðbÞ

)
� 0: (10.90)
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Note that the functional dependence of the terms in (10.90) is not uniform. In

particular, note that mðbÞ in (10.90) depends only upon ðE; y;fðbÞÞ, the independent
variables of the free energy, while q depends upon ðE; y;ry;fðbÞ; vðb=sÞÞ by

assumption (10.84). In the case when the anisotropic form of the Fourier law

of heat conduction gives the heat flux, q ¼ �K�∇y, the inequality reduces to

(1/y)∇y�K�∇y � 0 and it requires only that K be positive definite, since the

temperature is positive as a consequence of its definition. The entropy inequality

then reduces to the following:

�
XN�s

b¼1

½vðb=sÞ � ðfðbÞrmðbÞÞ� � 0: (10.91)

Developments beyond this point could include the specification of constitutive

equations for the gradients of the chemical potentials, f(b)∇m(b). The inequality

(10.91) may then be used to restrict the coefficients in these constitutive

relationships.

As an example of the application of this result consider Darcy’s law (5.36D)

which, in the case of an incompressible fluid, rf ¼ ro, is written

q ¼ fv ¼ �HðpÞ � rpðx; tÞ;HðpÞ ¼ HTðpÞ: (10.92)

Considering the chemical potential (10.87) to be a function of the single constit-

uent pressure only, then (10.91) may be written as

� fv � rp � 0: (10.93)

Substituting fv from (10.92) into (10.93) it follows that

rp � H � rp � 0; (10.94)

which requires that H(p) be positive definite. This result is equivalent to (5.29D).

Problem

10.8.1 Derive the statement of mass balance for the entire mixture, (10.76), by

summing (10.76) over all constituents and employing (10.77).

10.9 Relevant Literature

Some of the literature relevant to mixture theory is discussed in Sect. 9.14. Bowen

(1967) summarized the formative years of mixture theory. A readable history of the

subject and its applications in the period 1957–1975 is given by Atkin and Craine

(1976a,b). de Boer (1996, 2000) has presented more up-to-date histories. Of key
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importance in the development of the mixture theories is the application by Bowen

(1967, 1976, 1980, 1982) of a thermodynamically based analytical approach devel-

oped by Coleman and Noll (1963) to restrict the form of constitutive equations.

At that time (1966–1967) the thermodynamically based Coleman and Noll approach

was very new. In his history of the development of theories for porous media, de

Boer (2000) credits Goodman and Cowin (1972) with the first use of the decompo-

sition of bulk density into a volume fraction and a true or material density (10.16).

The introductory material in this chapter is taken from Bowen (1976, 1980, 1982).

Appendix

The purpose of this appendix is to record the derivation of (30) and some related

auxiliary results. Recall that ϖ(a) denotes a generic component-specific property

such as vðaÞ or eðaÞand we seek a simple formula for
PN
a¼1

rðaÞ
DaˆðaÞ
Dt to be used in

determining the continuum level form of the conservation laws by summing over

the single constituent continuum forms of the conservation laws. A formula relating

the density-weighted sum of the time derivatives of the selected components to the

sum of the density-weighted time derivatives is desired. Recall that the sum of

generic constituent-specific quantity per unit mass ϖ(a) is related to its density-

weighted sum ϖ by (10.29). The time derivative of (10.29) with respect to the

selected component is given by

r
Dsˆ

Dt
þˆ

Dsr
Dt

¼
XN
a¼1

rðaÞ
DsˆðaÞ
Dt

þ
XN
a¼1

ˆðaÞ
DsrðaÞ
Dt

(10.95)

which may be solved for
PN
a¼1

rðaÞ
DsˆðaÞ
Dt , thus

XN
a¼1

rðaÞ
DsˆðaÞ
Dt

¼ r
Dsˆ

Dt
þˆ

Dsr
Dt

�
XN
a¼1

ˆðaÞ
DsrðaÞ
Dt

: (10.96)

The relationship between the time derivatives with respect to the selected

component and with respect to the “a” component is obtained using (10.12)

XN
a¼1

rðaÞ
DsˆðaÞ
Dt

¼
XN
a¼1

rðaÞ
DaˆðaÞ
Dt

þ
XN
a¼1

rðaÞvðsÞ � rˆðaÞ �
XN
a¼1

rðaÞvðaÞ � rˆðaÞ;

(10.97)
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this is used to rewrite (10.96) as

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þˆ

Dsr
Dt

�
XN
a¼1

ˆðaÞ
DsrðaÞ
Dt

�
XN
a¼1

rðaÞvðsÞ � rˆðaÞ

þ
XN
a¼1

rðaÞvðaÞ � rˆðaÞ:

(10.98)

The following relationships, the first obtained from the conservation of mass for

the mixture (10.25),

Dsr
Dt

¼ @r
@t

þ vðsÞ � rr ¼ s
^ðtÞ � r � ðrvÞ þ vðsÞ � rr (10.99)

and the second obtained from the conservation of mass for the constituent (10.23)

DsrðaÞ
Dt

¼ @rðaÞ
@t

þ vðsÞ � rrðaÞ ¼ s
^

ðaÞðtÞ � r � ðrðaÞvðaÞÞ þ vðsÞ � rrðaÞ (10.100)

will now be used in (10.98). However, before using (10.100) it is multiplied by and

summed over all values of “a,” thus

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þˆðs^ðtÞ � r � ðrvÞ þ vðsÞ � rrÞ

�
XN
a¼1

ˆðaÞs
^

ðaÞðtÞ þ
XN
a¼1

ˆðaÞr � ðrðaÞvðaÞÞ

�
XN
a¼1

ˆðaÞvðsÞ � rrðaÞ �
XN
a¼1

rðaÞvðsÞ � rˆðaÞ

þ
XN
a¼1

rðaÞvðaÞ � rˆðaÞ: (10.101)

The second line of the result above is condensed

XN
a¼1

rðaÞ
DaˆðaÞ
Dt

¼ r
Dsˆ

Dt
þˆðs^ðtÞ � r � ðrvÞ þ vðsÞ � rrÞ �

XN
a¼1

ˆðaÞs
^

ðaÞðtÞ

þ
XN
a¼1

r � ðˆðaÞrðaÞvðaÞÞ �
XN
a¼1

vðsÞ � rˆðaÞrðaÞ

(10.102)

and then the entire equation is algebraically reduced to (10.30).
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Chapter 11

Kinematics and Mechanics of Large

Elastic Deformations

“The perfectly elastic material is a particular kind of ideal material. It has a single

preferred or natural configuration. We think a portion of this material in a certain

configuration with material coordinates X, which we choose as specifying the

reference configuration. However this material is deformed, into whatever configu-

ration it is brought, it always remembers precisely its preferred or natural configu-

ration and attempts to get back to it. When the forces that maintain it its present

configuration are released, it will return precisely to initial configuration. It is a

material, in other words, which has perfect memory for one state and no memory

whatever for any other state. The forces required to maintain it in the configuration

ware completely independent of the matter in which it is brought from its original

configuration to the configuration w, the time it has taken to get there, and all of its

intermediate history. This is a highly idealized kind of behavior, but it is one that

may be observed in a remarkably good approximation and rubber, for example.”

Truesdell (1960)

11.1 Large Deformations

Large deformations are more difficult to mathematically model than either small

deformations or fluid motions. The difficulty stems from the fact that, for the

analysis of large deformations, the knowledge or data associated with at least two

different configurations must be maintained. In the case of fluid motions, only the

knowledge of the present or instantaneous configuration is necessary and, in

the case of small deformations of solids, the difference between the initial reference

configurations and the present configuration is a small higher order quantity, and it

is neglected. In fact, this neglect of higher order terms between the two

configurations is the definition of “small” deformations. These difficulties may be

illustrated using the concept of stress in large deformations. For small deformations

the only definition of stress employed is force per unit of instantaneous cross-

sectional area. This is adequate since there is a negligible difference between the
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area in the reference configuration and the area in the instantaneous configuration in

the case of small deformations. In practice, in the case of small deformations, the

stress is generally calculated approximately using the original cross-sectional area,

even though the definition is for the instantaneous cross-sectional area. For large

deformations however, the cross-sectional area can change considerably. Consider

a rubber band in its unstressed state and measure or visualize the cross-sectional

area of the rubber band perpendicular to the long axis of the band, the long axis that

forms the closed loop of the band. When the rubber band is stretched, note how the

cross-sectional area decreases. When the band is stretched the force on the band is

increased and, since stress is defined as force per unit area and the area is decreas-

ing, the increasing stress is due not only to the increasing force, but also to the

decreasing cross-sectional area of the rubber band. Each incremental increase in

the force increases the stress, but it also reduces the cross-sectional area, thereby

further increasing the stress. This feature of the concept of stress at large

deformations, the fact that its change is not only due to changing force, but also

to changing area, is a characteristic feature of large deformations, namely that the

analysis of large deformations requires nonlinear mathematics. Nonlinear mathe-

matics is generally more difficult than linear.

A development of the kinematics of large deformations is presented in this

chapter. It begins in the following section with homogenous deformations and

continues with the polar decomposition theorem, strain tensors for large

deformations, and formulas for the calculation of volume and area change. Using

the formulas for the area change, the appropriate definitions of stress for large

deformations are then developed. These large deformation stress measures are

incorporated in the stress equations of motion. Constitutive equations for both

Cauchy elastic and hyperelastic materials capable of large deformations are then

considered along with the special cases of isotropic material models and incom-

pressible material models. Some solutions to large deformation anisotropic elastic

problems are then described. The chapter closes with a discussion of the literature on

this topic.

11.2 Large Homogeneous Deformations

In this section the easily understood and easily illustrated large class of

deformations called homogeneous deformations is described. It is most important

for the modeler to understand homogeneous deformations because most mechanical

testing of materials requires homogeneous deformations and many finite deforma-

tion problems for this class of deformations are easily solved. Homogeneous
deformations are deformations that are exactly the same for all particles, that is to

say all particles experience the same deformation, the same strain, and the same

rotation. Recalling the representation (2.2) for a motion, x ¼ x(X, t), and the fact

that the strain and rotation are derivatives of the motion with respect to X, means

that the motion must be linear in X so that the strain and rotation measures such as
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the deformation gradients will be constant. Thus a homogeneous deformation is

mathematically defined as a deformation that has a representation of the form

x ¼ LðtÞ � X; (11.1)

where L(t) is a tensor independent of X. Recalling the definition (2.13) of the

deformation gradient tensor F, F ¼ [∇O

N
x(X,t)]T, it follows that for a homo-

geneous deformation,

F ¼ L: (11.2)

Thus, as would be expected for the definition of a homogeneous deformation, the

tensor of deformation gradients is independent of X. Lord Kelvin and P. G. Tait in

their Treatise on Natural Philosophy extensively developed the geometrically

interesting properties of homogeneous deformations. Their study of the effect of

homogeneous deformations upon simple geometric figures is briefly reviewed here.

Recall that a plane may be defined by its normal and the specification of one point in

the plane. Let a denote the vector normal to a plane and let Xo denote a point in the

plane. Then all the other points in the plane are points X such that a�(X � Xo) ¼ 0.

This is so because the condition a�(X � Xo) ¼ 0 requires that the vector (X � Xo)

be perpendicular to a, the normal to the plane. If we set a�Xo ¼ c, a constant, then a
material surface that forms a plane may be described in material coordinates by

a � X ¼ c: (11.3)

Substituting the inverse of (11.2), X ¼ L�1x, into (11.3) yields

a* � x ¼ c; (11.4)

where a new constant vector a* by a* ¼ a�L�1 has been defined. Eq. (11.3) is also

the equation of a plane, a plane in the spatial coordinate system, thus permitting one

to conclude that a plane material surface is deformed into a plane spatial surface by

a homogeneous deformation. More simply stated, homogeneous deformations map

planes into planes. Selecting different values for the constant c in (11.3) and (11.4),
it may be concluded that parallel planes will deform into parallel planes since the

normals to parallel planes have the same direction. Since the intersection of two

planes is a straight line (Fig. 11.1), it follows that parallel straight lines go into

parallel straight lines, parallelograms go into parallelograms, and parallelepipeds

deform into parallelepipeds. The results are illustrated in Fig. 11.2.

Example Problem 11.2.1
Draw a sketch of the set of parallel lines given by the intersection of the planes

a ¼ [2 3 0]T with c ¼ 0 and 5, and XIII ¼ 0. These lines have the representations

2XI þ 3XII ¼ 0 and 2XI þ 3XII ¼ 5, respectively. Draw a sketch of the set of

parallel lines after subjecting them to the homogeneous deformation
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F ¼
ffiffiffi
3

p
1 0

0 2 0

0 0 1

2
4

3
5:

Solution: A sketch of the set of parallel lines given by 2XI þ 3XII ¼ 0 and 2XI þ
3XII ¼ 5 is shown in Fig. 11.3a. The inverse of the homogeneous deformation F is

given by

F�1 ¼
1ffiffi
3

p �1
2
ffiffi
3

p 0

0 1
2

0

0 0 1

2
4

3
5;

thus a* ¼ a�L�1 ¼ [2/√3, (3/2) � 1/√3, 0]T. The set of deformed parallel lines

determined by the intersection of the planes, a* ¼ [2/√3, (3/2) � 1/√3, 0]T

with c ¼ 0 and 5, and x3 ¼ 0. This set of parallel lines are given by 2x1/
√3 þ ((3/2) � 1/√3)x2 ¼ 0 and 2x1/√3 þ ((3/2) � 1/√3)x2 ¼ 5 and are sketched

in Fig. 11.3b.

The effect of homogeneous deformations on ellipsoids is similar. Recall that the

Cartesian equation for an ellipsoid is

X2
I

a2
þ X2

II

b2
þ X2

III

c2
¼ 1; (11.5)

Fig. 11.1 The intersection

of two planes is a straight line

Fig. 11.2 An illustration

of sets of parallel lines

deforming into sets of parallel

lines and a parallelogram

deforming into a

parallelogram
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where the constants a, b, and c represent the intersection points of the ellipsoid on

the Cartesian coordinates axes. In material coordinates an ellipsoid has the

representation

X � A � X ¼ 1; (11.6)

where A is a constant second rank tensor. To see that (11.5) and (11.6) are

equivalent representations of an ellipsoid, letA be in its principal coordinate system

and set A11 ¼ a�2, A22 ¼ b�2, A33 ¼ c�2. Substituting the inverse of (11.2), X ¼
L�1 x, into (11.6) yields

x � A* � x ¼ 1; (11.7)

where a new constant second rank tensor A* has been defined by the transformation

A* ¼ (L�1)T�A�L�1. Eq. (11.7) is also the equation of an ellipsoid, an ellipsoid in

the spatial coordinate system, thus permitting us to conclude that an ellipsoid in the

material system is deformed into an ellipsoid in the spatial system by a

a

–2 –1

–2

–2

–1

1

2

3

1

–1

2

b
8

6

4

2

21

Fig. 11.3 An illustration

of Example 11.2.1, a set of

parallel lines deforming into

a set of parallel lines
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homogeneous deformation. In particular, spheres will deform into ellipsoids and, in

planar deformations, ellipses into ellipses (or circles into ellipses). This result is

illustrated in the planar case where ellipses deform into ellipses or circles into

ellipses in Fig. 11.4.

Example Problem 11.2.2

Draw a sketch of the ellipse given by ðX2
I =9Þ þ ðX2

II=4Þ ¼ 1, and then draw a sketch

of the same ellipse after it was subjected to the homogeneous deformation of

Example 11.2.1.

Solution: A sketch of the ellipse given by ðX2
I =9Þ þ ðX2

II=4Þ ¼ 1 is shown in

Fig. 11.5a. Using the inverse of the homogeneous deformation F determined

in Example 11.2.1, the tensor A representing the ellipse ðX2
I =9Þ þ ðX2

II=4Þ ¼ 1,

A ¼
1
9

0 0

0 1
4

0

0 0 0

2
4

3
5;

is transformed into A*, A* ¼ (L�1)T�A�L�1,

A* ¼ 1

54

2 �1 0

�1 31
8

0

0 0 0

2
4

3
5;

and the deformed ellipse is given by ð1=27Þðx21 þ ð31=16Þx22 � 2x1x2Þ ¼ 1.A sketch

of the deformed ellipse is shown in Fig. 11.5b.

The geometric results of this example give an intuitive insight into a number of

tissue deformation situations. Consider the case when a circle is inscribed on a

tissue and the tissue is then greatly deformed. Fig. 11.6 illustrates the deformation

of a circle with a ratio of principal axes of 1:1 through ten steps to a ratio of

principal axes of 1:19; this is the deformation of a circle inscribed on a surface

subjected to a homogeneous deformation. At a ratio of principal axes of 1:19 the

Fig. 11.4 An illustration of

an ellipse being deformed

into an ellipse and of a circle

being deformed into an

ellipse
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deformed circle looks more like a crack than an ellipse or the original circle. It is not

an exact analogy but one can, from this result, imagine what happens to the circular

hole punched in a cadaver. The skin and epidermis of the cadaver are under a

natural tension that quickly deforms the circular hole through the skin into the shape

of an elongated ellipse as shown in the right most panel in Fig. 11.6. When these

elongated ellipse are connected end to end to form curves they are called split lines,

called Langer lines. Langer lines are illustrated in Fig. 11.7 (Danielson 1973;

Danielson and Natarajan 1975).

A most significant point concerning homogeneous deformation is that any

deformation in a sufficiently small neighborhood of a point is a homogeneous

deformation. This may be mathematically verified by expanding the motion x ¼
x(X,t) in a Taylor series in X about the point Xo and retaining only the first order

term, which is the deformation gradient evaluated at Xo. Thus, for a sufficiently

small domain about the point Xo, the deformation gradient evaluated at Xo

represents the deformation. Since this deformation gradient is independent of X,

the deformation in this small domain is a homogeneous deformation. One easy way

to illustrate the general truth of this mathematical result is to draw a small circle or

parallelepiped on the skin with removable ink, and then apply a deformation to the

skin surface. Alternatively, the small circle can be drawn on a rubber eraser and

the eraser may be deformed to visualize the transition. The circle is easily seen to

deform into an ellipse and must make an effort to obtain a non-elliptical shape. The

same is true of parallelepipeds.

3

a

–3

–1

1

2

–2 –1 1 2

2 b

–6 –4 –2

2

2 4 6

4

–2

–4

Fig. 11.5 An illustration of Example 11.2.2, an ellipse deforming into an ellipse. (a) left, before

deformation, (b) right, after deformation

Fig. 11.6 An illustration of a circle deforming into an ellipse by an increasingly unequal biaxial

extension. The deformation deforms a principal axes ratio of 1:1 to one of 19:1
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Problems

11.2.1 Draw a sketch of the set of parallel lines given by a ¼ [�2, 1, 0]T and c ¼ 0

and 5, �2XI þ XII ¼ 0 and �2XI þ XII ¼ 5, then draw a sketch of the set

of parallel lines after subjecting them to the homogeneous deformation of

Example 11.2.1.

11.2.2 Draw a sketch of the ellipse given by ðX2
I =16Þ þ X2

II ¼ 1, and then draw a

sketch of the same ellipse after it was subjected to the homogeneous

deformation of Example 11.2.1.

11.2.3 Show that the deformation x1 ¼ (9/4)XI, x2 ¼ XII, x1 ¼ XII carries the

ellipse (XI/4)
2 þ (XII/9)

2 ¼ 1 into the circle (x1/9)
2 þ (x2/9)

2 ¼ 1 and that

the inverse deformation carries the circle (XI/4)
2 þ (XII/4)

2 ¼ 1 into the

ellipse (x1/9)
2 þ (x2/4)

2 ¼ 1. Provide a sketch of the undeformed and

deformed ellipses and circles.

11.2.4 Why is it not possible for an ellipse to deform into a hyperbola?

11.3 Polar Decomposition of the Deformation Gradients

It can be shown that the deformation gradient F can be algebraically decomposed in

two ways into a pure deformation and a pure rotation. This decomposition is

multiplicative and is written

F ¼ R � U ¼ V � R; (11.8)

Fig. 11.7 Langer lines on

a cadaver. From Danielson

(1973)

300 11 Kinematics and Mechanics of Large Elastic Deformations



where R is an orthogonal tensor (RT�R ¼ R�RT ¼ 1) representing the rotation and

called the rotation tensor and U and V are called the right and left stretch tensors,

respectively. Both U and V represent the same pure deformation, but in different

ways that will be demonstrated. The right and left stretch tensors, U and V, are

related to F by

U ¼ p
FT � F; V ¼ p

F � FT : (11.9)

In order to define the square root of a tensor involved in (11.9), the tensor must

be symmetric and positive definite. In that case the square root is constructed by

transforming the tensor to its principal axes where the eigenvalues are all positive,

then the square root of the tensor is the diagonalized tensor coincident with the

principal axes but containing the square roots of the eigenvalues along the diagonal.

To show that the definitions (11.9) are reasonable it should be shown that the

tensors U2 and V2 are positive definite,

U2 ¼ FT � F; V2 ¼ F � FT : (11.10)

The positive definite character of U2 may be seen by letting it operate on the

vector a, then taking the scalar product with a, thus

a � U2 � a ¼ a � FT � F � a ¼ ðF � aÞ � ðF � aÞ � 0; (11.11)

where the fact that a·FT ¼ (F�a) has been used. A similar proof will show the

positive definite character of V2. The fact that the tensor R is orthogonal follows

from the definitions of U and/or V. From (11.8) R is given by R ¼ F�U�1 (or

R ¼ V�1�F) thus the calculation of RT�R (or R�RT ) yields

RT � R ¼ U�1 � FT � F � U�1 ¼ U�1 � U2 � U�1 ¼ 1;

where the fact that U and its inverse are symmetric and the definition (11.10) have

been employed. As an example of this decomposition consider the F associated

with a simple shearing deformation illustrated in Fig. 11.8. The decomposition of

this simple shearing deformation is shown in Fig. 11.9

Undeformed Deformed

F

Fig. 11.8 The deformation of a square by F
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Example Problem 11.3.1
Determine the polar decomposition of the deformation gradient tensor

F ¼
ffiffiffi
3

p
1 0

0 2 0

0 0 1

2
4

3
5:

Solution: The squares or the right and left stretch tensors are calculated directly

from F, thus

U2 ¼ FT � F ¼
3

ffiffiffi
3

p
0ffiffiffi

3
p

5 0

0 0 1

2
4

3
5; V2 ¼ F � FT ¼

4 2 0

2 4 0

0 0 1

2
4

3
5:

The square roots of these two tensors are constructed by transforming the tensor

to its principal axes where the eigenvalues are all positive, then the square root of

the tensor is the diagonalized tensor coincident with the principal axes but

containing the square roots of the eigenvalues along the diagonal,

U ¼
ffiffiffi
3

p
A

ffiffiffi
3

p
B 0ffiffiffi

3
p

B 2Aþ B 0

0 0 1

2
4

3
5; V ¼

2A 2B 0

2B 2A 0

0 0 1

2
4

3
5;

Undeformed Deformed, but not rotated

Rotated, but not deformed

F

V

R R

U

Deformed and rotated

Fig. 11.9 The deformation of a square by F, illustrating the polar decomposition of F
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where

A ¼ cos 15� ¼
ffiffiffi
3

p þ 1

2
ffiffiffi
2

p ; B ¼ sin 15� ¼
ffiffiffi
3

p � 1

2
ffiffiffi
2

p :

The fact that U and V given above are the square roots of U2 and V2, respec-

tively, many be verified simply by squaring U and V. The orthogonal tensor R may

be computed in several ways,

R ¼ V�1 � F ¼ F � U�1 ¼
A B 0

�B A 0

0 0 1

2
4

3
5:

The polar right and left decompositions of the given deformation gradient tensor

are then given by

F ¼ R � U ¼
A B 0

�B A 0

0 0 1

2
4

3
5

ffiffiffi
3

p
A

ffiffiffi
3

p
B 0ffiffiffi

3
p

B 2Aþ B 0

0 0 1

2
4

3
5 ¼

ffiffiffi
3

p
1 0

0 2 0

0 0 1

2
4

3
5;

and

F ¼ V � R ¼
2A 2B 0

2B 2A 0

0 0 1

2
4

3
5 A B 0

�B A 0

0 0 1

2
4

3
5 ¼

ffiffiffi
3

p
1 0

0 2 0

0 0 1

2
4

3
5;

respectively.

Example Problem 11.3.2
Develop a geometric interpretation of the deformation gradient tensor F of Example

Problem 11.3.1 by considering it as representing a homogeneous deformation

x ¼ F·X acting on a unit square with vertices (0, 0), (1, 0), (1, 1), (0, 1).

Solution: The scalar equations equivalent to the homogeneous deformation x ¼
F·X where F is given in the statement of Example 11.3.1 are

x1 ¼ p
3XI þ XII; x2 ¼ 2XII; x3 ¼ XIII:

This unit square is deformed byF into a parallelogramwith corners at the points (0,

0), (√3, 0), (1 þ √3, 2), and (1, 2) as illustrated in Fig. 11.10. Consider the left

decomposition, F ¼ V�R, first. In this decomposition the rotation R is applied first,

then the left deformation or left stretch, V. The effect of R on the unit square is a

clockwise rotation of 15�; this is illustrated in Fig. 11.11. Following this rotation of the
unit square, there is a left stretch V that carries the rotated square into the deformed

shape illustrated in Fig. 11.9. The other decomposition choice F ¼ R�U reverses the
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order of the deformation and the rotation. The deformation or right stretch U is first

applied to the unit square and it deforms the square into the shape illustrated in

Fig. 11.12. The clockwise rotation of 15� is then applied and it rotates the deformed

shape illustrated in Fig. 11.9 into its final position illustrated in Fig. 11.8

Problems

11.3.1. Prove that a·FT ¼ F�a.
11.3.2. Using the polar decomposition theorem, F ¼ R�U ¼ V�R, find theU andR

associated with the F given by F ¼ ffiffiffi
2

p 1 �1 0

1 1 0

0 0 1ffiffi
2

p

2
4

3
5.

11.3.3. Find the square root of the matrix

V2 ¼
4 1 �1

1 6 0

�1 0 2

2
4

3
5:

Fig. 11.10 The deformation

of a unit square by the F of

Example 11.3.1

2 or II

1 or I
15°

Fig. 11.11 The deformation

of a unit square by the R of

Example 11.3.1
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11.3.4. Find the square root of the matrix

A ¼
31 �5

ffiffiffi
3

p
0

�5
ffiffiffi
3

p
21 0

0 0 4

2
4

3
5:

11.3.5. Find the polar decomposition of the tensor F,

F ¼
1 a 0

0 1 0

0 0 1

2
4

3
5:

11.4 The Strain Measures for Large Deformations

The deformation gradient is the basic measure of local deformational and rotational

motion. It maps a small region of the undeformed object into a small region of the

deformed object. If the motion is a pure translation with no rotation, then F ¼ 1.

If the motion is a rigid object rotation, then F ¼ Rwhere R is an orthogonal matrix,

R�RT ¼ RT�R ¼ 1.

The local state of deformation may be investigated by considering the deforma-

tion of an infinitesimal material filament denoted by dX. In the instantaneous

configuration the same material filament has a position represented by dx. Recalling

the representation (2.2) for a motion, x ¼ x(X,t), and the representation (2.16) for

F, it is easy to see that dx and dX are related by dx ¼ F�dX, or from the polar

decomposition theorem dx ¼ R�U�dX ¼ V�R�dX. Thus a pure rotational motion

for which U ¼ V ¼ 1 the length of dX will be preserved but its direction will be

rotated. If the motion includes a deformational component, then the length of dx

Fig. 11.12 The deformation

of a unit square by the U of

Example 11.3.1
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will be different from the length of dX, in general. To calculate this change in length

we denote the square of the final length by ds2 ¼ dx�dx and the square of the initial
length by dS2 ¼ dX�dX. The difference in the squares of these length changes is

written ds2 � dS2 ¼ dx�dx � dX�dX. This expression for ds2 � dS2 can be written
entirely in terms of the material filament dX or entirely in terms of its image dx at

time t. To accomplish both of these objectives we observe that, using dx ¼ F�dX,
dx�dx has the representation

dx � dx ¼ ðF � dXÞ � ðF � dXÞ ¼ dX � FT � F � dX; (11.12)

and that dX ¼ F�1�dx, dX�dX has the representation

dX � dX ¼ ðF�1 � dxÞ � ðF�1 � dxÞ ¼ dx � F�1
� �T � F�1dx: (11.13)

The two formulas may then be derived from the expression ds2 � dS2 ¼ dx�dx
� dX�dX, one by substituting for dx�dx from (11.12) and the other by substituting

for dX�dX from (11.13), thus

ds2 � dS2 ¼ dx � dx� dX � dX ¼ fFT � F� 1g dX � dX
¼ f1� F�1

� �T � F�1g dx � dx: (11.14)

The Lagrangian or material strain tensor E and the Eulerian or spatial strain

tensor e are defined by

E ¼ 1

2

� �
fFT � F��1g; e ¼ 1

2

� �
f1� ðF�1ÞT � F�1g: (11.15)

In terms of the strain tensors the change ds2 � dS2 takes the form

ds2 � dS2 ¼ 2dX � E � dX ¼ 2dx � e � dx: (11.16)

Clearly, if either of these strain tensors is zero, then so is the other and there is no

change in length for any material filament, ds2 ¼ dS2.
The Lagrangian strain tensor E and Eulerian strain tensor e are defined for large

strains and represented in terms of the deformation gradient and its inverse in

(11.15). A component representation of these two tensors in terms of the displace-

ment vector u will now be obtained. From (2.20) and Fig. 2.4, u is given by

u ¼ x � X þ c. If u is referred to the spatial coordinate system and the spatial

gradient taken, or if u is referred to the material coordinate system and the material

gradient taken (Sect. 2.2), then

½ro � uðX; tÞ�T ¼ FðX; tÞ � 1 and ½r � uðx; tÞ�T ¼ 1� F��1ðx; tÞ: (2.23)

repeated
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These equations are then solved for F and F�1, thus

FðX; tÞ ¼ 1þ ½ro � uðX; tÞ�T and F�1ðx; tÞ ¼ 1� ½r � uðx; tÞ�T : (11.17)

The Lagrangian strain tensor E and the Eulerian strain tensor e are related to the

displacement gradients by substituting the two equations (11.17) into the two

equations (11.15), thus

E ¼ 1=2ð Þf½ro � uðX; tÞ�T þ ½ro � uðX; tÞ� þ ½ro � uðX; tÞ�½ro � uðX; tÞ�Tg;
(11.18)

e ¼ 1=2ð Þf½r � uðx; tÞ�T þ ½r � uðx; tÞ� � ½r � uðx; tÞ�½r � uðx; tÞ�Tg: (11.19)

The expanded component forms of (11.18) and (11.19) are given by

EI I ¼ @uI
@xI

þ 1

2

@uI
@xI

� �2

þ @uII
@xI

� �2

þ @uIII
@xI

� �2
" #

;

EII II ¼ @uII
@xII

þ 1

2

@uI
@xII

� �2

þ @uII
@xII

� �2

þ @uIII
@xII

� �2
" #

;

EIII III ¼ @uIII
@xIII

þ 1

2

@uI
@xIII

� �2

þ @uII
@xIII

� �2

þ @uIII
@xIII

� �2
" #

;

EI II ¼ 1

2

@uI
@xII

þ @uII
@xI

þ @uI
@xI

@uII
@xI

þ @uII
@xI

@uII
@xII

þ @uIII
@xI

@uIII
@xII

	 

; (11.20)

EI III ¼ 1

2

@uI
@xIII

þ @uIII
@xI

þ @uI
@xI

@uIII
@xI

þ @uII
@xI

@uII
@xIII

þ @uIII
@xI

@uIII
@xIII

	 

;

EII III ¼ 1

2

@uII
@xIII

þ @uIII
@xII

þ @uI
@xII

@uII
@xIII

þ @uII
@xIII

@uII
@xIII

þ @uIII
@xII

@uIII
@xIII

	 

;

and

e11 ¼ @u1
@x1

� 1

2

@u1
@x1

� �2

þ @u2
@x1

� �2

þ @u3
@x1

� �2
" #

;

e22 ¼ @u2
@x2

� 1

2

@u1
@x2

� �2

þ @u2
@x2

� �2

þ @u3
@x2

� �2
" #

;
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e33 ¼ @u3
@x3

� 1

2

@u1
@x3

� �2

þ @u2
@x3

� �2

þ @u3
@x3

� �2
" #

;

e12 ¼ 1

2

@u1
@x2

þ @u2
@x1

� @u1
@x1

@u2
@x1

� @u2
@x1

@u2
@x2

� @u3
@x1

@u3
@x2

	 

; (11.21)

e13 ¼ 1

2

@u1
@x3

þ @u3
@x1

� @u1
@x1

@u3
@x1

� @u2
@x1

@u2
@x3

� @u3
@x1

@u3
@x3

	 

;

e23 ¼ 1

2

@u2
@x3

þ @u3
@x2

� @u1
@x2

@u2
@x3

� @u2
@x3

@u2
@x3

� @u3
@x2

@u3
@x3

	 

;

respectively. The products of the displacement gradients appear in Eqs. (11.20) and

(11.21) for the strain tensor E and e. This is called geometrical nonlinearity to

distinguish it from the physical or constitutive nonlinearity (e.g. the relation

between stress and strain) that will be considered later in this chapter. If the

deformation of the object is so small that the square of the displacement gradients

can be neglected, and thus the difference between the material and spatial

coordinates, then both the Lagrangian strain tensor E and the Eulerian strain tensor

e coincide with the infinitesimal strain tensor (2.44).

The geometrical interpretation of the Lagrangian strain tensor E and the Eulerian

strain tensor e are algebraically straightforward, but not very simple geometrically.

If dI represents the change in length per unit length in the XI direction, then the

deformation gradient F and the Lagrangian strain tensor E are given by

F ¼ 1þ dI
1 0 0

0 0 0

0 0 0

2
4

3
5; E ¼ 1

2
fFT � F� 1g

¼ dI þ 1

2
d2I

� � 1 0 0

0 0 0

0 0 0

2
4

3
5; (11.22)

thus all the components of E are zero except for,

EII ¼ dI þ 1

2
d2I

� �
: (11.23)

If dII represents the change in length per unit length in the XII direction, and sin f
indicates a shear, then the deformation gradient is given by

F ¼
1þ dI ð1þ dIÞ sinf 0

0 1þ dII 0

0 0 1

2
4

3
5; (11.24)
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and the Lagrangian strain tensor component EI II is related to dI, dII and to the

change in the right angle f between the filaments lying in the I and II directions by

EI II ¼ 1

2

� �
ð1þ dIÞð1þ dIIÞ sinf: (11.25)

Thus, unless the extensions dI, dII, and f are small so that the square of each may

be neglected, the traditional geometric interpretation for small strains,

EII � dI; EI II � f
2
; (11.26)

namely that EI I is the extension in the I direction and EI II is one-half the change in

an angle that was originally a right angle, is not accurate. Eqs. (11.23) and (11.24)

representing EI I and EI II in terms of dI, dII, and f show that the geometric

interpretation of the finite strain tensors in terms of extensions and changes in

right angles is possible, but is awkward and not very useful due to its nonlinear

nature.

Example 11.4.1
Compute the Lagrangian strain tensor E and the Eulerian strain tensor e for the

motion given by (2.12). Determine the range of values of t for which these two

strain measures coincide in this special motion.

Solution: The deformation gradient and inverse deformation gradient for the motion

(2.12) are given in Example 2.1.1,

F ¼
1þ t t 0

t 1þ t 0

0 0 1

2
4

3
5 and F�1 ¼ 1

1þ 2t

1þ t �t 0

�t 1þ t 0

0 0 1þ 2t

2
4

3
5:

These values for F and F�1 can then be substituted into (11.15) for the Lagrang-

ian strain tensor E and the Eulerian strain tensor e, thus

E ¼ tð1þ tÞ
1 1 0

1 1 0

0 0 0

2
4

3
5 and e ¼ tð1þ tÞ

ð1þ 2tÞ2
1 1 0

1 1 0

0 0 0

2
4

3
5:

These expressions are, of course, valid for large strains. If we restrict ourselves

to small strains, then the two strain tensors must coincide. Since each component of

E is proportional to t þ t2 and each component of e is proportional to

tð1þ tÞ
ð1þ 2tÞ2 ¼ t� 3t2 þ 8t3 � � � �
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the two strain tensors coincide only if terms of the order t2 and higher are neglected.
Thus the motion (6) is one of small strain only when all terms of order t2 and higher
are neglected.

There are several other strain measures used in the development and analysis of

finite deformations. Two of the most widely used are the right and left

Cauchy–Green tensors, C and B, respectively. These two tensors are simply the

squares of the right and left stretch tensors, U and V,

C ¼ U2 ¼ FT � F; B ¼ V2 ¼ F � FT : (11.27)

It is also convenient to introduce the inverse of the left Cauchy–Green tensor

denoted by c,

c ¼ B�1 ¼ V�2 ¼ ðF	 FTÞ�1
: (11.28)

The Lagrangian strain tensor E and the Eulerian strain tensor e are expressed in

terms of C and c by the following formulas that follow from (11.15), and the

definitions of C and c given as (11.27) and (11.28) above,

2E ¼ C� 1; 2e ¼ 1� c: (11.29)

The eigenvalues of the various strain measures may be interpreted using the

concept of stretch. The stretch l(N) in the fiber coincident with dX is defined by

lðNÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx � dx
dX � dX

r
; (11.30)

where N is a unit vector in the direction of dX. The related concept of extension d(N)
is then defined in terms of stretch by

dðNÞ ¼ lðNÞ � 1: (11.31)

As a illustration of homogeneous deformations, and of the relationship of the

stretch concept to the various strain measures that have been introduced, the special

case of pure homogeneous deformations is considered. A pure homogeneous

deformation is a deformation for which the rotation R ¼ 1 and the deformation

gradient tensor become symmetric, F ¼ U ¼ V. In its principal coordinate system

the deformation gradients of a pure homogeneous deformation have the

representation

F ¼ U ¼ V ¼
lI 0 0

0 lII 0

0 0 lIII

2
4

3
5; (11.32)
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where lI, lII, lIII are the principal stretches. The principal stretches represent the

effect of the deformation upon material filaments in the coordinate directions as

they are the ratios of the final length of the filament to the initial length of the

filament. In terms of the principal stretches, the deformation tensors C and c have

the representations

C ¼
l2I 0 0

0 l2II 0

0 0 l2III

2
4

3
5; c ¼ l�2

I 0 0

0 l�2
II 0

0 0 l�2
III

2
4

3
5; (11.33)

and the Lagrangian strain tensor E and the Eulerian strain tensor e,

2E ¼
l2I � 1 0 0

0 l2II � 1 0

0 0 l2III � 1

2
4

3
5; 2e

¼
1� l�2

I 0 0

0 1� l�2
II 0

0 0 1� l�2
III

2
4

3
5: (11.34)

Two special cases of pure homogeneous deformation are of particular interest.

A simple extension is characterized by lI 6¼ lII ¼ lIII and is illustrated in

Fig. 11.13. A uniform dilation is characterized by l ¼ lI ¼ lII ¼ lIII and is

illustrated in Fig. 11.14. In the case of uniform dilation, F ¼ U ¼ V ¼ l1,
C ¼ l21, c ¼ l�21, 2E ¼ (l2 � 1)1, 2e ¼ (1 � l�2 )1.

XIII

XI

XII

x3

x1

x2

Fig. 11.13 An illustration

of a simple extension, a type

of pure homogeneous

deformation
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Problems

11.4.1. For the six motions of the form (2.10) given in Problem 2.1.1, namely 2.1.1

(a)–2.1.1(f), compute the Lagrangian strain tensor E and the Eulerian strain

tensor e, the right and left Cauchy–Green tensors, C and B, respectively,

and the inverse of the right Cauchy–Green tensor. Discuss briefly the

significance of each of the tensors computed. In particular, explain the

form or value of the deformation strain tensors in terms of the motion.

11.4.2. Prove that, in the case of no deformation, the invariants of C and c satisfy

the following relationships: Ic ¼ IC ¼ IIc ¼ IIC ¼ 3, IIIc ¼ IIIC ¼ 1.

11.4.3. Show that the Jacobian J is related to IIIC by J2 ¼ IIIC.
11.4.4. A rectangular parallelepiped with a long dimension ao and a square cross-

section of dimension bo is deformed by an axial tensile force P into a

rectangular parallelepiped with a longer long dimension a and a smaller

square cross-section of dimension b.

(a) What are the stretch ratios in the long direction (lL) and the transverse

direction (lT)?
(b) Express the volume of the deformed rectangular parallelepiped, V, as a

function of the volume of the undeformed rectangular parallelepiped,

Vo, and the stretch ratios in the long direction (lL) and the transverse

direction (lT).
(c) Express the incompressibility condition for the rectangular parallelepi-

ped as a function of the stretch ratios in the long direction (lL) and the

transverse direction (lT).
(d) Express the cross-sectional area of the deformed rectangular parallele-

piped, A, as a function of the cross-sectional area of the undeformed

rectangular parallelepiped, Ao, and the stretch ratio in the transverse

direction (lT).

11.5 Measures of Volume and Surface Change

in Large Deformations

In this section we will consider volume and area measures of deformation. Consider

volume deformation first. A material filament denoted by dX is mapped into its

present position dx by the deformation gradient F, dx ¼ F�dX. By considering the

Fig. 11.14 An illustration

of a uniform dilation, a type

of pure homogeneous

deformation

312 11 Kinematics and Mechanics of Large Elastic Deformations



mapping of three nonplanar dX’s, dX(q), dX(r), and dX(s), into their three-image

dx’s, dx(q), dx(r), and dx(s), a representation of the volumetric deformation may be

obtained. This algebra uses the triple scalar product (Section A.8, equation (A116))

to calculate the volume associated with the parallelepiped defined by three vectors

coincident with the three edges of the parallelepiped that come together at one

vertex. The element of volume dV in the undeformed configuration is given by

dV ¼ dX(q)�(dX(r) 	 dX(s)), and in the deformed configuration by dv ¼ dx(q)�
(dx(r) 	 dx(s)). Substituting dx ¼ F�dX into dv ¼ dx(q)�(dx(r) 	 dx(s)) three

times, it follows that

dv ¼ fF � dXðqÞg � ðfF � dXðrÞg 	 fF � dXðsÞgÞ; (11.35)

which may be expanded and, using the fact that a determinant of a product of

matrices is the product of the determinants, rewritten as

dv ¼ JdV; (11.36)

where J ¼ Det F and dV ¼ dX(q)�(dX(r) 	 dX(s)) are both determinants. Thus the

element of volume dV in the undeformed configuration is deformed into a volume

dv in the deformed configuration according to the rule dv ¼ JdVwhere J ¼ DetF is

called the Jacobian of the deformation. In order that no region of positive finite

volume be deformed into a region of zero or infinite volume it is required that

0 < J < 1.

Consider now the question of the deformation of differential elements of area

where similar formulas for area change can be constructed. Let dA be a differential

vector representation of area in the material reference frame obtained by taking the

cross product of two different material filaments dX, dA ¼ dX(r) 	 dX(s). Simi-

larly, let da be a differential vector representation of area in the spatial reference

frame, representing the deformed shape of the same material area, obtained by

taking the cross product of the deformed images dx, da ¼ dx(r) 	 dx(s) of the
material filaments dX(r) and dX(s). The relationship between da and dA is

constructed by twice substituting dx ¼ F�dX into da ¼ dx(r) 	 dx(s),

da ¼ fF � dXðrÞg 	 fF � dXðsÞg: (11.37)

The vector da is then dotted with the deformation gradient F from the left, thus

da � F ¼ fF � dXðrÞg 	 fF � dXðsÞg � F: (11.38)

The right-hand side of this equation may be expanded, as the one for volume was

above, and, using the fact that a determinant of a product of matrices is the product

of the determinants (Section A.8, page 372), rewritten as

da � F ¼ JdA: (11.39)
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On the other hand, the relationship between dA and da is constructed by twice

substituting dX ¼ F�1�dx into dA ¼ dX(r) 	 dX(s),

dA ¼ fF�1 � dxðrÞg 	 fF�1 � dxðsÞg: (11.40)

The vector dA is then dotted with the inverse deformation gradient F�1 from the

left, thus

dA � F�1 ¼ fF�1 � dxðrÞg 	 fF�1 � dxðsÞg � F�1: (11.41)

The right-hand side of this equation may be expanded, as a similar one for da

was above, and, using the fact that a determinant of a product of matrices is the

product of the determinants (Section A.8, page 372), rewritten as

dA � F�1 ¼ J�1da: (11.42)

These formulas relating dA and da are called the formulas of Nanson. These
formulas will be employed in relating the various definitions of stress associated

with large deformations.

Example 11.5.1
Consider the plane area that forms the right-hand face of the unit cube illustrated in

Fig. 11.9. Use the formulas of Nanson to determine the magnitude and orientation

of the deformed area as a result of the deformation specified in Example Problem

11.3.1.

Solution: The undeformed area is represented by dAT ¼ (1, 0, 0). The value of J is
2√3 and the tensor of inverse deformation gradients is given by

F�1 ¼
1ffiffi
3

p �1
2
ffiffi
3

p 0

0 1
2

0

0 0 1

2
4

3
5:

From (11.42) it follows that da ¼ JdA�F�1 , thus

da ¼ 2
ffiffiffi
3

p
½ 1 0 0 �

1ffiffi
3

p �1
2
ffiffi
3

p 0

0 1
2

0

0 0 1

2
4

3
5

8<
:

9=
; ¼

2

�1

0

2
4

3
5:

The deformed representation of the plane area that forms the right-hand face of

the unit cube illustrated in Fig. 11.7 is shown as the right sloping right-hand face in

Fig. 11.8. From that figure it is seen that the face associated with this area is two

units high and one unit wide, and that the unit normal to this face is indeed (2/√3,
�1/√3, 0).
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Problems

11.5.1. Compute the volume of the parallelepiped whose three edges meeting at

one vertex are characterized by the vectors (1, 2, 3), (2, 3, 3), (�3,�2,�1).

11.5.2. Consider the plane area that forms the top face of the deformed parallelo-

gram illustrated in Fig. 11.8. Use the formulas of Nanson to determine the

magnitude and orientation of the original area if the deformed area was a

consequence of the deformation specified in Example Problem 11.3.1.

11.5.3. Beginning with the formula (11.37) for da use the indicial notation and the

formulas for the DetF employing the alternator from the Appendix to derive

the formula

ðF�1ÞT � dA ¼ J�1da: (11.42 alternate)

11.6 Stress Measures

The stress equations of motion are the most useful form of Newton’s second law in

continuummechanics. In Sect. 3.4 these field equations were shown to have the form

r€x ¼ r � Tþ rd; T ¼ TT : ð3:37Þ repeated

These equations involve the most common stress measure, the Cauchy stress T

introduced in Chapter 2. It was not called the Cauchy stress in Chapter 4 because

there was only one stress tensor under discussion there. The Cauchy stress is

referred to the instantaneous or spatial coordinate system; it is measured relative

to the instantaneous area. In mechanical testing the phrase “true stress” is used to

denote a stress calculated using the instantaneous rather than the original cross-

sectional area. Cauchy stress, which is sometimes called Eulerian stress, is therefore

a “true stress.”

There are a number of different stress measures used in the study of finite

deformations of materials; three are considered here. The first is the Cauchy stress.

The second stress measure is the first Piola–Kirchhoff stress tensor that is some-

times called the Lagrangian stress tensor. This stress tensor is referred to the

reference configuration. Consider an object in both its deformed and undeformed

configurations. Since this is the same object in the two configurations, it must have

the same total mass M in each configuration, and Eq. (3.1) maybe rewritten to

express that fact:

M ¼
ð
O

rRðXÞ dV ¼
ð
O

rðx; tÞ dv; (11.43)

where rR(X) is the density in the initial configuration and r(x,t) is the density in the
instantaneous or deformed configuration; dV is an element of volume in the initial
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configuration and dv is an element of volume in the final configuration. Substituting

the relationship (11.36) between dv and dV, dv ¼ JdV, into (11.43) it follows that

M ¼
ð
O

rRðXÞ dV ¼
ð
O

rðx; tÞJ dV: (11.44)

Since this same result must hold for each and every part of the object we

conclude that the relationship between the two density fields is given by the simple

formula

rR ¼ Jr; (11.45)

which is an alternative statement of mass balance. The argument that is used to go

from (11.44) to (11.45) is the same argument that was used to go from (3.4) to (3.5),

and it was employed three more times in Chapter 3. In order to relate the stresses

referred to the two different configurations, a similar procedure to the arguments

leading to the result rR ¼ Jr above is followed. The total force f acting on an

object, or on any particular subpart of the object, is considered. The total force is the

same in both configurations; and therefore the product of the stress and a differen-

tial area element integrated over the object must be the same in both configurations.

Thus

f ¼
ð
@O

T1PK � dA ¼
ð
@O

T � da; (11.46)

where T1PK and dA are the stress tensor and differential area element in the initial

configuration and T and da are the stress and differential area in the instantaneous

or deformed configuration. T is the Cauchy stress, of course. When the relationship

of Nanson between da and dA given by (11.42) is substituted into (11.46) we find

that

f ¼
ð
@O

T1PK � dA ¼
ð
@O

JT � ðF�1ÞT � dA: (11.47)

Since this must hold for all parts of the object, the same argument as in the

transitions from (11.44) to (11.45) and (3.4) to (3.5), it may be concluded that

T1PK ¼ JT � ðF�1ÞT ; eor T ¼ J�1T1PK � FT : (11.48)

T1PK is called the first Piola–Kirchhoff or Lagrangian stress tensor. The relation
of Cauchy involving the Cauchy stress tensor and the spatial reference frame,

namely that the stress vector t(n) acting on any plane whose normal is n is given
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by t(n) ¼ T�n, may be extended to the first Piola–Kirchhoff stress tensor T1PK and

the material coordinate system; thus t(N) ¼ T1PK�N, where N is the unit normal

vector to the plane in the material coordinate system. Using this result, the stress

equations of motion may be rederived in the material coordinates and in terms of

the first Piola–Kirchhoff stress tensor; thus

rR€x ¼ ro � T1PK þ rRd; T
1PK � FT ¼ F � ðT1PKÞT ; (11.49)

where the density of the initial configuration rR is used as the reference density and
the divergence is now with respect to material rather than spatial coordinates.

Recall from Chapter 2 (see (2.23)) that the gradient symbol ∇O with a subscripted

O will indicate a gradient with respect to the material coordinate system X, rather

than the usual gradient symbol ∇ used to indicate a gradient with respect to the

spatial coordinate system x. The second of (11.49) shows that the first

Piola–Kirchhoff stress tensor is not symmetric like the Cauchy stress tensor. To

see that this is the case the second of (11.48) may be substituted twice in the second

of (3.37) to verify.

In order to have a measure of stress referred to the initial configuration that is

symmetric, the second Piola–Kirchhoff stress tensor is introduced; this is also

called the Kirchhoff stress tensor. This new stress tensor is denoted by T2PK and

defined as follows:

T2PK 
 F�1 � T1PK ¼ JF�1 � T � ðF�1ÞT : (11.50)

Substituting T1PK ¼ F�T2PK into (11.49) the equations of motion in terms of the

second Piola–Kirchhoff stress tensor are obtained:

rR€x ¼ ro � ðF � T2PKÞ þ rRd; T
2PK ¼ ðT2PKÞT : (11.51)

This shows that the second Piola–Kirchhoff stress tensor T2PK is symmetric.

Example 11.6.1
A solid specimen capable of large deformations is extended by a force of magnitude

P in the x1 or XI direction (these directions are coincident here). This uniaxial stress

situation is illustrated in Fig. 11.15. Determine the Cauchy and the first and second

Fig. 11.15 Illustration for a

uniaxial stretching

deformation due to a load P
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Piola–Kirchhoff stress tensors in this uniaxial situation. Construct the relationships

between each of these tensors in this particular situation.

Solution: The principal axes of extension are obviously the direction of the applied

load and the two perpendicular transverse directions. The deformation can be

represented in terms of the principal stretches lI, lII and lIII by

x1 ¼ lIXI; x2 ¼ lIIXII; x3 ¼ lIIIXIII;

and the deformation gradients F by (11.32). It follows that the Jacobian J is given
by J ¼ lIlIIlIII. The area perpendicular to the x1- or XI-axis will change with the

deformation. Using the formula of Nanson (11.42), it follows that

da ¼ JðF�1ÞT � dA ¼ lIlIIlIII
l�1
I 0 0

0 l�1
II 0

0 0 l�1
III

2
4

3
5 dAI

0

0

2
4

3
5;

or da1 ¼ lIIlIIIdAI, da2 ¼ 0, and da3 ¼ 0; thus we can conclude that the relation-

ship between the instantaneous area A and initial area Ao is A ¼ lIIlIIIAo. The only

nonzero Cauchy stress is T11 ¼ P/A ¼ P/(lIIlIIIAo). From (11.48) the only nonzero

component of the first Piola–Kirchhoff stress tensor is given by T1PK
1I ¼ lIIlIIIT11

¼ lIIlIIIP=A ¼ P=Ao and, from (11.50) the only nonzero component of the second

Piola–Kirchhoff stress tensor is given by

T2PK
1I ¼ ðT1PK

1I Þ=lI ¼ ðlIIlIIIT11Þ=lI ¼ lIIlIIIP=ðlIAÞ ¼ P=ðlIAoÞ:

In the special case when the material is incompressible, J ¼ lIlIIlIII ¼ 1,

and the cross-section transverse to the extension is symmetric, lI ¼ l, lII ¼ lIII
¼ 1/√l, then T2PK

1I ¼ ðT1PK
1I Þ=l ¼ T11=l

2 ¼ P=ðl2AÞ ¼ P=ðlAoÞ.
Problems

11.6.1. A rectangular parallelepiped with a long dimension ao and a square cross-

section of dimension bo is deformed by an axial tensile force P into a

rectangular parallelepiped with a longer long dimension a and a smaller

square cross-section of dimension b. This problem is a continuation of

Problem 11.4.4.

(a) Record the expressions for the stresses T2PK
1I and T11 in the deformed

rectangular parallelepiped. Both the x1 and XI directions are coincident

with the longitudinal axis of the parallelepiped.

(b) If the material of the rectangular parallelepiped is incompressible, what

is the relationship between b and bo?

(c) Record the expression for the stress T2PK
1I in terms of the stress T11 if the

rectangular parallelepiped is incompressible.
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11.6.2. Consider a unit cube subjected to a uniaxial extension. A net force P in the

x1 or XI direction creates this uniaxial extension. The motion is described by

x1 ¼ (1 þ t)XI, x2 ¼ XII, x3 ¼ XIII. Note that each face of the unit cube has

an initial area Ao that is unity, Ao ¼ 1. Estimate the first Piola–Kirchhoff

stress T1PK, then calculate the Cauchy stress T ¼ J�1 T1PK·FT and the

second Piola–Kirchhoff stress (T2PK 
 F�1·T1PK ¼ JF�1·T·(F�1)T).

11.6.3. Consider a unit cube subjected to a biaxial extension. A net force P1 in the

x1 or XI direction and a net force P2 in the x2 or XII direction create this

biaxial extension. The motion is described by x1 ¼ (1 þ t)XI, x2 ¼ (1 þ 2

t)XII, x3 ¼ XIII. Note that each face of the unit cube has an initial area Ao

that is unity, Ao ¼ 1. Estimate the first Piola–Kirchhoff stress T1PK, then

calculate the Cauchy stress T ¼ J�1 T1PK·FT and the second

Piola–Kirchhoff stress (T2PK 
 F1·T1PK ¼ JF�1·T·(F�1)T).

11.6.4. Consider an object that is the unit cube deformed by deformation gradient

tensor F given in Problem 11.3.1. If the homogeneous second
Piola–Kirchhoff stress tensor T2PK is given by

T2PK ¼
10 3 0

3 20 0

0 0 1

2
4

3
5;

determine the Cauchy stress tensor T and the first Piola–Kirchhoff stress
tensor T1PK.

11.6.5. Consider an object that is the unit cube deformed by deformation gradient

tensor F given in Problem 11.3.1 on page 511. If the homogeneous second
Piola–Kirchhoff stress tensor T2PK is given by

T2PK ¼
10 3 0

3 20 0

0 0 1

2
4

3
5;

determine the stress vector acting on the sloping face whose normal is

(2/√5, �1/√5, 0) in the deformed configuration.

11.7 Finite Deformation Elasticity

An elastic material is a material characterized by a constitutive equation, which

specifies that stress is a function of strain only. It is also possible to represent an

elastic material by a constitutive equation that specifies stress as a function of the

deformation gradients F, provided one keeps in mind that, due to invariance under

rigid object rotations, the stress must be independent of the part of F that represents

rotational motion. In terms of the Cauchy stress T and the deformation gradient F

the constitutive equation for an elastic material can be written T ¼ g(F). Invariance

under rigid object rotations requires
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gðQ � FÞ ¼ Q � gðFÞ �QT (11.52)

for all orthogonal tensorsQ. If we takeQ ¼ RT, where R is the rigid object rotation

and U the right stretch tensor which are related to F by F ¼ R�U (Eq. (11.8)), it

follows from (11.52) that g(RT�F) ¼ g(U) ¼ R
T�g(F)�R; thus T ¼ g(F) ¼ R�g(U)�

RT, or

T ¼ R � fðCÞ � RT; (11.53)

where g(U) ¼ f(C) ¼ f(U2) (since C ¼ U2 (Eq. (11.27))). In terms of the first

Piola–Kirchhoff stress tensorT1PK the constitutive equation for an elastic material is

T1PK ¼ hðFÞ; (11.54)

or, due to the invariance of constitutive equations under rigid object rotations,

h(Q�F) ¼ Q�h(F), and taking Q ¼ RT, h(U) ¼ RT�h(F); thus h(F) ¼ R�h(U), and

T1PK ¼ R � hðUÞ: (11.55)

In terms of the second Piola–Kirchhoff stress tensor T2PK, the constitutive

equation for an elastic material has the form

T2PK ¼ tðCÞ: (11.56)

These constitutive equations are said to describe a material with Cauchy elastic-

ity; that is to say a material in which stress is a function of some measure of the

strain or deformation.

11.8 The Isotropic Finite Deformation Stress–Strain Relation

The assumption of isotropic symmetry of a material is an adequate model for many

materials. Recall from Chapter 5 that, in the case of a stress strain relation, isotropy

means that the response of stress to an applied strain is the same in any direction in

the material. The mathematical statement of this notion is that the stress tensor, say

T2PK in (11.56), is an isotropic function of the right Cauchy–Green tensor C. In

order for the tensor valued function T2PK ¼ t(C), given by (11.56) to be isotropic

an function, it must satisfy the relation for all orthogonal tensors Q:

Q � T2PK �QT ¼ tðQ � C �QTÞ: (11.57)

As one can see from the transformation law for a second order tensor (A83) that

the definition of an isotropic function (11.57) requires that, when the value of the

320 11 Kinematics and Mechanics of Large Elastic Deformations

http://dx.doi.org/10.1007/978-1-4614-5025-2_5


argument C is transformed, the value of the function T2PK is transformed in the

same manner. The development objective of this section is to use the isotropy

requirement (11.57) to restrict the functional form of the relationship (11.56). The

first step in this development is to show that the principal axes of T2PK must

coincide with the principal axes of the right Cauchy–Green tensor C if the isotropy

requirement (11.57) is satisfied.

To show that this is the case let c denotes an eigenvector of C corresponding to

the eigenvalue, say l2I C, thus C � c ¼ l2I c. This eigenvector c is used to construct a

reflective symmetry transformationRðcÞwith the properties specified by (5.1) for the
vector a. Replacing a in (4.2) by c, it follows that

RðcÞ ¼ 1� 2a� a; eðRðaÞ
ij ¼ dij � 2cicjÞ; (11.58)

then, setting Q ¼ RðcÞin (11.57), it follows that

RðcÞ � T2PK � RðcÞT ¼ tðRðcÞ � C � RðcÞTÞ: (11.59)

For a symmetric second order tensor A is easy to show, using (11.58), that

RðcÞ � A � RðcÞ ¼ A� 2c� A � c� 2A � c� cþ 4ðc � A � cÞc� c (11.60)

and, in particular, whenA ¼ C, it follows from the fact that c is an eigenvector ofC

that

RðcÞ � C � RðcÞT ¼ C: (11.61)

The substitution of (11.61) into (11.59) reduces (11.59) to

RðcÞ � T2PK � RðcÞT ¼ tðCÞ: (11.62)

Next letA ¼ t(C) in the identity (11.60), then it follows with a little algebra, and

recalling that RðcÞ � c ¼ �c, that

tðCÞ � c ¼ ðc � tðCÞ � cÞc: (11.63)

Since c � tðCÞ � c is a scalar, this result shows that c is an eigenvector of t(C) as

well as C. It then follows that any eigenvector of C is also an eigenvector of

T2PK ¼ t(C). Since C and T2PK ¼ t(C) have the same set of principal axes, then

the eigenvalues ðT2PK
11 ; T2PK

22 ; T2PK
33 Þof T2PK are functions of the eigenvalues ðl2I ; l2II;

l2IIIÞof C given by (11.33), thus

T2PK
11 ¼ t11ðl2I ; l2II; l2IIIÞ; T2PK

22 ¼ t22ðl2I ; l2II; l2IIIÞ; T2PK
33 ¼ t33ðl2I ; l2II; l2IIIÞ: (11.64)
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In order to express more specific function forms of (11.64), recall that each

eigenvalue ðl2I ; l2II; l2IIIÞof a matrix like C satisfies the same characteristic equation

(A54), thus

l6 � ICl
4 þ IICl

2 � IIIC ¼ 0; (11.65)

where

IC ¼ trC; IIC ¼ 1

2
½ðtrCÞ2 � trC2�; IIIC ¼ DetC: (11.66)

If the expression forT2PK
11 ¼ t11ðl2I ; l2II; l2IIIÞwere expanded in a power series inl2I ,

(11.65) above could be used to eliminate any term not proportional to 1,l2Iorl
4
I . With

this motivation the eigenvaluesðT2PK
11 ; T2PK

22 ; T2PK
33 ÞofT2PK are expressed as functions

of the eigenvalues ðl2I ; l2II; l2IIIÞof C as follows:

T2PK
11 ¼ ao þ a1l

2
I þ a2l

4
I ; T

2PK
22 ¼ ao þ a1l

2
II þ a2l

4
III;

T2PK
33 ¼ ao þ a1l

2
III þ a2l

4
III:

(11.67)

This system of equations has a unique solution for the three unknown functions

ao, a1, and a2. These functions are elementary symmetric functions of the three

eigenvalues ðl2I ; l2II; l2IIIÞor the three (isotropic) invariants of C, thus

ao ¼ aoðl2I ; l2II; l2IIIÞ ¼ aoðIC; IIC; IIICÞ; a1 ¼ a1ðl2I ; l2II; l2IIIÞ
¼ a1ðIC; IIC; IIICÞ; a2 ¼ a2ðl2I ; l2II; l2IIIÞ ¼ a2ðIC; IIC; IIICÞ: (11.68)

In the principal coordinate system it then follows that

T2PK ¼ ao1þ a1Cþ a2C
2; (11.69)

an expression that is equivalent to (11.67) in the principal coordinate system of C

(or t(C)), but that also holds in any arbitrary coordinate system. A necessary and

sufficient condition that the constitutive relation (11.56), T2PK ¼ t(C) satisfy

the material isotropy requirement (11.57), Q�T2PK�QT ¼ t(Q�C�QT), is that T2PK

¼ t(C) have a representation of the form (11.69) with ao, a1, and a2 given by

(11.68).

The representation (11.69) of T2PK as isotropic function of C may also be

expressed as an equivalent isotropic relationship between the Cauchy stress T and

the left Cauchy–Green tensor B. The algebraic manipulations that achieve this

equivalence begin with recalling from (11.27) that C ¼ FT�F, thus (11.69) may

be written in the form
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T2PK ¼ ao1þ a1F
T � Fþ a2F

T � F � FT � F; (11.70)

then premultiplying by ðFTÞ�1
and post multiplying by F�1, thus

ðFTÞ�1 � T2PK � F�1 ¼ aoðFTÞ�1 � F�1 þ a1ðFTÞ�1 � FT � F � F�1þ;

a2ðFTÞ�1 � FT � F � FT � F � F�1: (11.71)

This expression reduces to

T ¼ a1
J
1þ a2

J
Bþ ao

J
B�1; (11.72)

when one takes note of (11.27), (11.28), and the second of (11.51). This expression

is rewritten in the form

T ¼ ho1þ h1Bþ h�1B
�1; (11.73)

when it is observed that IC ¼ IB, IIC ¼ IIB, and IIIC ¼ IIIB ¼ J and the following

notation is introduced

ho ¼ hoðIC; IIC; IIICÞ ¼ hoðIB; IIB; IIIBÞ ¼ a1
J
ðIC; IIC; IIICÞ;

h1 ¼ h1ðIC; IIC; IIICÞ ¼ h1ðIB; IIB; IIIBÞ ¼ ao
J
ðIC; IIC; IIICÞ;

h�1 ¼ h�1ðIC; IIC; IIICÞ ¼ h�1ðIB; IIB; IIIBÞ ¼ a2
J
ðIC; IIC; IIICÞ: (11.74)

Problems

11.8.1. Setting A ¼ t(C) in the identity (11.60), verify the formula (11.63),tðCÞ � c
¼ ðc � tðCÞ � cÞc.

11.8.2. Verify the result (11.60), then derive the result (11.61) from (11.60).

11.8.3. Determine the Cauchy stress tensorT and the second Piola–Kirchhoff stress
tensor T2PK for an elastic isotropic material subjected to the deformation in

Example 11.2.1. Specify the numerical value of the functional dependencies

of the functions ao, a1, and a2 as well as those of ho, h1, and h�1.

11.9 Finite Deformation Hyperelasticity

A hyperelastic material is an elastic material for which the stress is derivable from a

scalar potential called a strain energy function. Thus a hyperelastic material is

automatically a Cauchy elastic material, but not the reverse. In the case of small

deformation elasticity, a strain energy function always exists and therefore the
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small deformation theory is hyperelastic. The strain energy per unit volume W is

obtained from the specific strain energy, that is to say the strain energy per unit mass

by multiplying it by rR, where rR is the density function in the initial configuration.
In terms of the Cauchy stress and the first and second Piola–Kirchhoff stress tensors

the definition of a hyperelastic material has the following forms:

T ¼ r
rR

F � @W

@F

� �T

; T1PK ¼ @W

@F
; T2PK ¼ F�1 � @W

@F

� �
: (11.75)

On first encounter, the variety of forms for the constitutive relation for

hyperelastic materials is bewildering. Not only are there three different stress

measures, but there are many different strain measures, C, c, F, E, e, etc. Thus,

for example, if we introduce the right Cauchy–Green deformation tensor C, since

C ¼ U2 ¼ FFT, @C
@F ¼ 2F then

@W

@F
¼ 2F � @W

@C
; (11.76)

and the constitutive relations (11.57) take the form

T ¼ 2
r
rR

F � @W

@C

� �T

� FT ; T1PK ¼ 2F � @W
@C

; T2PK ¼ 2
@W

@C
: (11.77)

Alternatively, these relations can be expressed in terms of the Lagrangian strain

tensor E, 2E ¼ C – 1, by (11.29), thus

@W

@C
¼ @W

@E
:
@E

@C
¼ 1

2

@W

@E
; (11.78)

and

T ¼ r
rR

F � @W

@E

� �T

� FT ; T1PK ¼ F � @W
@E

; T2PK ¼ @W

@E
; (11.79)

for example.

In the special case of an isotropic hyperelastic material the strain energy function

W ¼ WðCÞ ¼ Wðl2I ; l2II; l2IIIÞ depends upon C only through the (isotropic)

invariants ðIC; IIC; IIICÞof C, thus

W ¼ WðIC; IIC; IIICÞ; (11.80)

where ðIC; IIC; IIICÞare given by (11.66). Substituting this isotropic expression for

the strain energy into (11.72) and making use of the following expressions for the

derivatives of the invariants IC, IIC and IIICwith respect to C,
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@IC
@C

¼ 1;
@IIC
@C

¼ IC1� C;
@IIIC
@C

¼ IIICC
�1: (11.81)

it follows that T2PK has the representation

T2PK ¼ 2
@W

@IC
þ IC

@W

@IIC

� �
1� @W

@IIC
Cþ @W

@IIIC
IIICC

�1

	 

: (11.82)

This constitutive relation may also be written in a form which containsC2 rather

than C�1,

T2PK ¼ 2
@W

@IC
þ IC

@W

@IIC
þ @W

@IIIC
IIC

� �
1� @W

@IIC
þ IC

@W

@IIIC

� �
Cþ @W

@IIIC
C2

	 


(11.83)

by use of Cayley Hamilton theorem that states that a matrix satisfies its own

characteristic equation, thus C may replace l2 in (11.65), C3 � ICC
2 þ IICC� II

IC ¼ 0 . A term-by-term comparison of (11.78) with (11.69) shows that the

coefficients ao, a1, and a2 in (11.69) are given in the case of hyperelasticity by

ao ¼ 2
@W

@IC
þ IC

@W

@IIC
þ @W

@IIIC
IIC

� �
; a1 ¼ �2

@W

@IIC
þ IC

@W

@IIIC

� �
;

a2 ¼ 2
@W

@IIIC
(11.84)

Also, in the case of an isotropic hyperelastic material, the coefficients ho, h1, and
h2 in the constitutive relation between the Cauchy stress T and the left

Cauchy–Green tensor B, (11.73), may be expressed in terms of the strain energy

function by the following formulas:

ho ¼ 2

J
IIC

@W

@IIC
þ @W

@IIIC
IIIC

� �
; h1 ¼ 2

J

@W

@IC
; h�1 ¼ � 2

J
IIIC

@W

@IIC
(11.85)

Problems

11.9.1. Derive the result ð@W=@CÞ ¼ ð@W=@EÞ : ð@E=@CÞ ¼ ð1=2Þð@W=@EÞ ,
(11.78), using the indicial notation and the formula 2E ¼ C � 1. Hint: It

is useful to first derive the formula ð@Egd=@CabÞ ¼ ð1=2Þdbddag from 2Egd

¼ Cgd � dgd.
11.9.2. Derive the result (11.76) using the indicial notation. Hint: It is useful to first

derive the formula ð@Cab=@FigÞ ¼ ð@=@FigÞðFkaFkbÞ ¼ dikdagFkb þ Fkadik
dbg beginning from the definition C ¼ FT·F in the indicial notation Cab

¼ FkaFkb.
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11.9.3. Derive the first result of (11.81), namely ð@IC=@CÞ ¼ 1.

11.9.4. Derive the result (11.83), T2PK ¼ 2½fð@W=@ICÞ þ ICð@W=@IICÞ þ ð@W=@

IIICÞIICg1� fð@W=@IICÞ þ ICð@W=@IIICÞgCþ ð@W@IIICÞC2� , from the

last of (11.77), T2PK ¼ 2ð@W=@CÞ , using (11.80), W ¼ WðIC; IIC; IIICÞ ,
(11.81) {ð@IC=@CÞ ¼ 1, ð@IIC=@CÞ ¼ IC1� C, ð@IIIC=@CÞ ¼ IIICC

�1},

and the Cayley Hamilton theorem, C3 � ICC
2 þ IICC� IIIC ¼ 0.

11.9.5. Take the derivative of the Cayley Hamilton theorem, C3 � ICC
2 þ IICC

�IIIC ¼ 0, with respect to C and employ the three formulas (11.81) {ð@IC
=@CÞ ¼ 1, ð@IIC=@CÞ ¼ IC1� C, ð@IIIC=@CÞ ¼ IIICC

�1} to eliminate the

expressions that are the derivatives of the invariants with respect toC. Then

multiply through this result by C and simplify. What is the significance of

the final result? Is it a correct equation?Would it be a correct equation if the

Eq. (11.81) were not correct?

11.10 Incompressible Elasticity

The assumption of incompressibility is an idealization that means that no agency

(stress, strain, electric field, temperature, etc.) can change the volume of the model

of the material. The Jacobian J ¼ Det F relates the element of volume dV in the

undeformed configuration to the volume dv in the deformed configuration

according to the rule (11.36), dv ¼ JdV. The Jacobian J is related to the principal

stretches by J ¼ lIlIIlIII. The requirement of incompressibility may then be

expressed in several different algebraic forms related to the deformation, J ¼ 1,

lIlIIlIII ¼ 1, IIIC ¼ IIIB ¼ 1, etc., and to algebraic forms related to the motion such

as trD ¼ ∇�v ¼ 0 (Sect. 6.4). The assumption of incompressibility requires that

the density r be a constant. The pressure field p in an incompressible material is a

Lagrange multiplier (see Example 6.4.1) that serves the function of maintaining the

incompressibility constraint, not a thermodynamic variable. Because the volume of

the model material cannot change, p does no work; it is a function of x and t, p(x, t),
to be determined by the solution of the system of differential equations and

boundary/initial conditions.

Recall from Sect. 11.7 that the constitutive equation for an elastic material can

be written T ¼ g(F) in terms of the Cauchy stress T and the deformation gradient F

or as T1PK ¼ h(F) (11.54) in terms of the first Piola–Kirchhoff stress tensor T1PK or

as T2PK ¼ t(C) (11.56) in terms of the second Piola–Kirchhoff stress tensor T2PK

and the right Cauchy–Green tensor C. For incompressible elastic materials the

Cauchy stress tensor T must be replaced by T þ p1 where p is the constitutively

indeterminate pressure described above and conveniently interpreted as a Lagrange

multiplier. The response functions, say g(F) above, are defined only for

deformations or motions that satisfy the condition J ¼ Det F ¼ 1. Thus T ¼ g

(F) is replaced by T þ p1 ¼ g(F) when the assumption of incompressibility is

made, T1PK ¼ h(F), (11.54), becomes
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T1PK þ pðF�1ÞT ¼ h Fð Þ; (11.86)

and T
2PK ¼ t(C), (11.56), becomes

T2PK þ pC�1 ¼ tðCÞ; (11.87)

where the functions h(F) and t(C) are defined only for deformations or motions that

satisfy the incompressibility condition Det F ¼ 1.

When an elastic model material is both isotropic and incompressible there are

further simplifications in the constitutive relations. For example (11.69) and (11.73)

are now written in the simpler forms

T2PK þ pC�1 ¼ a1Cþ a2C
2; (11.88)

and

Tþ p1 ¼ h1Bþ h�1B
�1; (11.89)

where the functions of the isotropic invariants in these representations also

simplify,

a1 ¼ a1ðIC; IICÞ; a2 ¼ a2ðIC; IICÞ (11.90)

and

h�1 ¼ h�1ðIC; IICÞ ¼ h�1ðIB; IIBÞ; h�1 ¼ h�1ðIC; IICÞ ¼ h�1ðIB; IIBÞ: (11.91)

When an elastic model material is isotropic, incompressible and hyperelastic

there are even further simplifications in the constitutive relations. In this case the

strain energy per unit volumeW depends only on IC ¼ IB and IIC ¼ IIB and (11.93)
reduces to

T ¼ �p1þ h1Bþ h�1B
�1; (11.92)

where

h1 ¼ 2
@W

@IC
; h�1 ¼ �2

@W

@IIC
: (11.93)

Even with all these restrictive assumptions (hyperelasticity, isotropy, and

incompressibility) a complete solution of many interesting problems is not possible.

Simpler models based on specialized assumptions but which retain the basic

characteristics of the nonlinear elastic response have been proposed for polymeric

materials and for biological tissues. An example that stems from research on the
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constitutive behavior of rubber is the Mooney–Rivlin material with the constitutive

equation (Mooney 1940; Rivlin and Saunders 1976)

T ¼ �p1þ m
1

2
þ b

� �
B� m

1

2
� b

� �
B�1; (11.94)

where m and b are constants, which has the following strain energy function

W ¼ 1

2
m

1

2
þ b

� �
ðIB � 3Þ þ 1

2
� b

� �
ðIIB � 3Þ

	 

; (11.95)

where the inequalities m > 0 and (1/2) � b � �(1/2) are imposed upon the

constants m and b so that the strain energy W is a positive semidefinite quantity.

The special case of the Mooney–Rivlin material when b ¼ (1/2) is called the neo-
Hookian material

T ¼ �p1þ mB: (11.96)

Employing the assumption of incompressibility is the development of a consti-

tutive model for a soft biological tissue is quite easy to justify because soft tissues

contain so much water that their effective bulk compressibility is that of water,

2.3 GPa. When one compares the shear or deviatoric moduli of a soft biological

tissue with 2.3 GPa, it is usually orders of magnitude less. Only in the case of hard

tissues does the shear or deviatoric moduli approach and exceed (up to an order of

magnitude) the effective bulk compressibility of water.

Problems

11.10.1. Derive (11.94) { T ¼ �p1þ mðð1=2Þ þ bÞB� mðð1=2Þ � bÞB�1 } from

(11.95) {W ¼ ð1=2Þm½ðð1=2Þ þ bÞðIB � 3Þ þ ðð1=2Þ � bÞðIIB � 3Þ�using
(11.92) {T ¼ �p1þ h1Bþ h�1B

�1} and (11.93) {h1 ¼ 2ð@W=@ICÞ, h�1

¼ �2ð@W=@IICÞ}.
11.10.2. Calculate the components of the Cauchy stress T in a Mooney–Rivlin

material (11.94) {T ¼ �p1þ mðð1=2Þ þ bÞB� mðð1=2Þ � bÞB�1} when

the material is subjected to a simple shearing deformation given by x1 ¼
XI þ kXII, x2 ¼ XII, x3 ¼ XIII. Require that the normal stress acting on the

surface whose normal is in the x3 or XIII direction be zero.

11.4.2. Calculate the components of the Cauchy stress T in a neo-Hookianmaterial

(11.96) { T ¼ �p1þ mB } when the material is subjected to a simple

shearing deformation given by x1 ¼ XI þ kXII, x2 ¼ XII, x3 ¼ XIII. Require

that the normal stress acting on the surface whose normal is in the x3 or XIII

direction be zero.

328 11 Kinematics and Mechanics of Large Elastic Deformations



11.11 Transversely Isotropic Hyperelasticity

The specialized constitutive equations transversely isotropic hyperelastic materials

are developed in this section. Recall from Chapter 4 that transversely isotropic

material symmetry is characterized by a unique direction that serves as an axis of

rotational symmetry for the material structure. The plane perpendicular or trans-

verse to the unique direction is a plane of isotropy, hence the descriptive term

transverse isotropy. The particular material symmetry of an object is only constant

through infinitesimal deformations; larger deformations will change the type of

material symmetry. Thus when the material symmetry of a finitely deformed elastic

object is noted, it is the material symmetry of the reference or undeformed configu-

ration, not the material symmetry of the deformed configuration.

The hyperelastic constitutive equation, the first of (11.77), is the starting point of

this development,

T ¼ 2

J
F � @W

@C

� �T

� FT ; (11.97)

where rJ ¼ ro. The selected direction is taken as the e3 axis and all orthogonal

rotations about that axis by an angle f leave the value ofW(C) unchanged. LetR(f)
represent an orthogonal transformation about e3 by and the angle f,

R � RT ¼ 1; R ¼
cosf � sinf 0

sinf cosf 0

0 0 1

2
4

3
5; (11.98)

it follows from

dR

df
� RT þ R � dR

df

T

¼ 0; (11.99)

that

OT ¼ �O; where O 
 dR

df
� RT ; (11.100)

hence the representation of the components of O as an axial vector O, where

Oij ¼ eijk �Ok: (11.101)

The requirement of the invariance ofWðCÞunder the rotationRmay be written as

WðCÞ ¼ WðC0Þ; where C0 ¼ R � C � RT ; (11.102)
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from which it follows

d

df
WðC0Þ ¼ 0 ¼ dW

dC0 :
dC0

df
¼ dW

dC0 : ½O � C0 þ C0 � OT �; (11.103)

or

d

df
WðC0Þ ¼ 0 ¼ 2O � C0 :

dW

dC0 : (11.104)

Substitution of (11.101) into (11.104) above yields

eij3Ô3Cim
dW

dCmj
¼ 0; (11.105)

which requires that

C1m
dW

dCm2
¼ C2n

dW

dCn1
; (11.106)

if (11.105) is to be true for all f. Expanding the two sets of summation indexes in

(11.106) we obtain

C12

dW

dC22

� dW

dC11

� �
þ ðC11 � C22Þ dW

dC12

þ C13

dW

dC23

� C23

dW

dC13

¼ 0 (11.107)

The form of the functionWðCÞ invariant under the rotation (11.98), for all f, is
obtained by solving this differential equation (Ericksen and Rivlin 1954; Januzemis

1967). Simplification of this result is obtained if the following notation is

introduced,

C11 ¼ x1 þ x2 cos x3; C22 ¼ x1 � x2 cos x3;

C12 ¼ x2 sin x3;C13 ¼ x4 cos x5; C23 ¼ x4 sin x5; (11.108)

where x2 � 0, x4 � 0 in which case (11.107) reduces to

2
dW

dx3
þ dW

dx5
¼ 0; (11.109)

thus

W ¼ WðC33; x1; x2; x3; x3 � 2x5; x4Þ: (11.110)
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Observe from (11.108) thatW cannot depend upon x3 � 2x5 when either x2 ¼ 0 or

x4 ¼ 0. To require thatW be a single valued function of the componentsCij that enter

into x3 � 2x5 , it is necessary for W to be periodic, with period 2p, in x3 � 2x5 .
Therefore itmay be assumed thatW depends onx3 � 2x5 through cosðx3 � 2x5Þ. From
these observations it follows thatW can be expressed as a function of the invariants

C33; C11 þ C22 ¼ 2x1; ðC11 � C22Þ2 þ 4C2
12 ¼ 4x22; C

2
13 þ C2

23 ¼ x24;

ðC11 � C22ÞðC2
13 � C2

23Þ þ 4C12C23C31 ¼ 2x2x
2
4 cosðx3 � 2x5Þ: (11.111)

An equivalent set of five invariants is given by the isotropic invariants

I ¼ IB ¼ IC; II ¼ IIB ¼ IIC; III ¼ IIIB ¼ IIIC; (11.112)

and complemented by

IV 
 C2
13 þ C2

23 ¼ x24; V 
 C33: (11.113)

ThusWðCÞhas the representationWðCÞ ¼ WðI; II; III; IV;VÞ and it follows from
(11.97) that the stress has the representation

T ¼ 2

J
F � @W

@Y

� �T

� @Y

@C

� �
� FT ; or Tij

¼ 2

J

X
Y¼I;II;III;IV;V

Fik
@W

@Y

� �T @Y

@Ckm

� �
Fmj (11.114)

which may be rewritten as

T ¼ 2

J
II
@II

@C
þ III

@III

@C

� �
1þ @I

@C
B� III

@II

@C
B�1 þ @IV

@C
Mþ @V

@C
N

	 

; (11.115)

where

Mij ¼
X2
a¼1

Ca3ðFiaFj3 þ FjaFi3Þ; Nij ¼ Fi3Fj3; (11.116)

which are related to IV and V by

2Mij ¼ Fik
@IV

@Fjk
; 2Nij ¼ Fik

@V

@Fjk
; or 2N ¼ F � @V

@F

� �T

; 2M ¼ F � @IV

@F

� �T

:

(11.117)

If this transversely isotropic hyperelastic material is also incompressible, then

III ¼ 1 and
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T ¼ �p1þ 2
@I

@C
B� @II

@C
B�1 þ @IV

@C
Mþ @V

@C
N

	 

: (11.118)

The remainder of the chapter deals with incompressible transversely isotropic

hyperelastic material.

Example 11.11.1
Determine the stress tensor in a rectangular parallelepiped of an incompressible

transversely isotropic hyperelastic material in which the unique direction coincides

with the long dimension of the parallelepiped and the two transverse dimensions are

equal. There is only a force applied to the parallelepiped in the long dimension of

the parallelepiped and l denotes the principal stretch in the long dimension. The

stress applied to the parallelepiped is zero in the two transverse dimensions.

Solution: For the situation described above Eqs. (11.28), (11.33), and (11.116) may

be used to show that

B ¼
l�1 0 0

0 l�1 0

0 0 l2

2
64

3
75; B�1 ¼

l 0 0

0 l 0

0 0 l�2

2
64

3
75; N ¼

0 0 0

0 0 0

0 0 l2

2
64

3
75; M ¼ 0;

thus from (11.118) it follows that

T11 ¼ T22 ¼ �pþ 2
@I

@C
l�1 � @II

@C
l

	 

;

and since these two stress are zero, it follows that p ¼ 2½ð@I=@CÞl�1 � ð@II=@CÞl�
and that the axial stress is given by

T33 ¼ 2l½ðl� l�2Þ @I

@C
þ 1

l
@II

@C
þ @V

@C
l

	 

:

If the material was isotropic rather than transversely isotropic, then the same

result would apply with @V
@C ¼ 0.

A number of solutions for transversely isotropic hyperelastic materials in cylin-

drical coordinates were obtained by Ericksen and Rivlin (1954); some of these

solutions are contained in the book by Januzemis (1967).

11.12 Relevant Literature

The developments in nonlinear of nonlinear elasticity are described in many books,

for example Truesdell (1960), Truesdell and Toupin (1960), Green and Adkins

(1960), Januzemis (1967), Treloar (1967), Truesdell and Noll (1965), and Ogden

(1984) among many others.
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Appendix A: Matrices and Tensors

A.1 Introduction and Rationale

The purpose of this appendix is to present the notation and most of the mathematical

techniques that will be used in the body of the text. The audience is assumed to have

been through several years of college level mathematics that included the differential

and integral calculus, differential equations, functions of several variables, partial

derivatives, and an introduction to linear algebra. Matrices are reviewed briefly and

determinants, vectors, and tensors of order two are described. The application of this

linear algebra to material that appears in undergraduate engineering courses on

mechanics is illustrated by discussions of concepts like the area and mass moments

of inertia,Mohr’s circles and the vector cross and triple scalar products. The solutions

to ordinary differential equations are reviewed in the last two sections. The notation,

as far as possible, will be a matrix notation that is easily entered into existing

symbolic computational programs like Maple, Mathematica, Matlab, and Mathcad

etc. The desire to represent the components of three-dimensional fourth order tensors

that appear in anisotropic elasticity as the components of six-dimensional second

order tensors and thus represent these components in matrices of tensor components

in six dimensions leads to the nontraditional part of this appendix. This is also one of

the nontraditional aspects in the text of the book, but a minor one. This is described in

Sect. A.11, along with the rationale for this approach.

A.2 Definition of Square, Column, and Row Matrices

An r by c matrix M is a rectangular array of numbers consisting of r rows and c
columns,

S.C. Cowin, Continuum Mechanics of Anisotropic Materials,
DOI 10.1007/978-1-4614-5025-2, # Springer Science+Business Media New York 2013
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M ¼
M11 M12 : : : M1c

M21 M22 : : : M2c

: : : : : :
Mr1 : : : : Mrc

2
664

3
775: (A.1)

The typical element of the array,Mij, is the ith element in the jth column; in this

text the elements Mij will be real numbers or functions whose values are real

numbers. The transpose of the matrix M is denoted by M
T and is obtained from

M by interchanging the rows and columns

MT ¼
M11 M21 : : : Mr1

M12 M22 : : : Mr2

: : : : : :
M1c : : : : Mrc

2
664

3
775: (A.2)

The operation of obtainingMT fromM is called transposition. In this text we are

interested in special cases of the r by c matrix M. These special cases are those of

the square matrix, r ¼ c ¼ n, the case of the row matrix, r ¼ 1, c ¼ n, and the case
of column matrix, r ¼ n, c ¼ 1. Further, the special sub-cases of interest are n ¼ 2,

n ¼ 3, and n ¼ 6; the sub-case n ¼ 1 reduces all three special cases to the trivial

situation of a single number or scalar. A square matrix A has the form

A ¼
A11 A12 : : : A1n

A21 A22 : : : A2n

: : : : : :
An1 : : : : Ann

2
664

3
775; (A.3)

while row and column matrices, r and c, have the forms

r ¼ ½ r1 r2 : : : rn �; c ¼

c1
c2
:
:
:
cn

2
6666664

3
7777775
; (A.4)

respectively. The transpose of a column matrix is a row matrix, thus

cT ¼ ½ c1 c2 : : : cn �: (A.5)

To save space inbooks andpapers the formof c in (A.5) is usedmore frequently than

the form in the second of (A.4).Wherever possible, squarematriceswill be denoted by

upper case boldface Latin letters, while row and column matrices will be denoted

by lower case boldface Latin letters as is the case in equations (A.3) and (A.4).
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A.3 The Types and Algebra of Square Matrices

The elements of the square matrix A given by (A.3) for which the row and column

indices are equal, namely the elements A11, A22,. . ., Ann, are called diagonal

elements. The sum of the diagonal elements of a matrix is a scalar called the

trace of the matrix and, for a matrix A, it is denoted by trA,

trA ¼ A11 þ A22 þ � � � þ Ann: (A.6)

If the trace of a matrix is zero, the matrix is said to be traceless. Note also that

trA ¼ trAT. A matrix with only diagonal elements is called a diagonal matrix,

A ¼
A11 0 : : : 0

0 A22 : : : 0

: : : : : :
0 : : : : Ann

2
664

3
775: (A.7)

The zero and the unit matrix, 0 and 1, respectively, constitute the null element,

the 0, and the unit element, the 1, in the algebra of square matrices. The zero matrix

is a matrix whose every element is zero and the unit matrix is a diagonal matrix

whose diagonal elements are all one:

0 ¼
0 0 : : : 0

0 0 : : : 0

: : : : : :
0 : : : : 0

2
664

3
775; 1 ¼

1 0 : : : 0

0 1 : : : 0

: : : : : :
0 : : : : 1

2
664

3
775: (A.8)

A special symbol, the Kronecker delta dij, is introduced to represent the

components of the unit matrix. When the indices are equal, i ¼ j, the value of the
Kronecker delta is one, d11 ¼ d22 ¼ . . . ¼ dnn ¼ 1 and when they are unequal,

i 6¼ j, the value of the Kronecker delta is zero, d12 ¼ d21 ¼ . . . ¼ dn1 ¼ d1n ¼ 0.

The multiplication of a matrix A by a scalar is defined as the multiplication of every

element of the matrix A by the scalar a, thus

aA ¼
aA11 aA12 : : : aA1n

aA21 aA22 : : : aA2n

: : : : : :
aAn1 : : : : aAnn

2
664

3
775: (A.9)

It is then easy to show that 1A ¼ A, �1A ¼ �A, 0A ¼ 0, and a0 ¼ 0. The

addition of matrices is defined only for matrices with the same number of rows and

columns. The sum of two matrices, A and B, is denoted by A þ B, where
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Aþ B ¼
A11 þ B11 A12 þ B12 : : : A1n þ B1n

A21 þ B21 A22 þ B22 : : : A2n þ B2n

: : : : : :
An1 þ Bn1 : : : : Ann þ Bnn

2
664

3
775: (A.10)

Matrix addition is commutative and associative,

Aþ B ¼ Bþ A and Aþ ðBþ CÞ ¼ ðAþ BÞ þ C; (A.11)

respectively. The following distributive laws connect matrix addition and matrix

multiplication by scalars:

aðAþ BÞ ¼ aAþ aB and ðaþ bÞA ¼ aAþ bA; (A.12)

where a and b are scalars. Negative square matrices may be created by employing

the definition of matrix multiplication by a scalar (A.8) in the special case when

a ¼ �1. In this case the definition of addition of square matrices (A.10) can be

extended to include the subtraction of square matrices, A�B.

A matrix for which B ¼ BT is said to be a symmetric matrix and a matrix for

which C ¼ �CT is said to be a skew-symmetric or anti-symmetric matrix. The

symmetric and anti-symmetric parts of a matrix, say AS and AA, are constructed

from A as follows:

symmetric part of AS ¼ 1

2
ðAþ ATÞ; and (A.13)

anti� symmetric part of AA ¼ 1

2
ðA� ATÞ: (A.14)

It is easy to verify that the symmetric part ofA is a symmetric matrix and that the

skew-symmetric part of A is a skew-symmetric matrix. The sum of the symmetric

part of A and the skew-symmetric part of A, AS þ AA, is A:

A ¼ AS þ AA ¼ 1

2
ðAþ ATÞ þ 1

2
ðA� ATÞ: (A.15)

This result shows that any square matrix can be decomposed into the sum of a

symmetric and a skew-symmetric matrix or anti-symmetric matrix. Using the trace

operation introduced above, the representation (A.15) can be extended to three-way

decomposition of the matrix A,

A ¼ trA

n
1þ 1

2
Aþ AT � 2

trA

n
1

� �
þ 1

2
ðA� ATÞ: (A.16)

338 Appendix A: Matrices and Tensors



The last term in this decomposition is still the skew-symmetric part of the

matrix. The second term is the traceless symmetric part of the matrix and the first

term is simply the trace of the matrix multiplied by the unit matrix.

Example A.3.1

Construct the three-way decomposition of the matrix A given by:

A ¼
1 2 3

4 5 6

7 8 9

2
4

3
5:

Solution: The symmetric and skew-symmetric parts ofA, AS, andAA, as well as the

trace of A are calculated,

AS ¼ 1

2
ðAþ ATÞ ¼

1 3 5

3 5 7

5 7 9

2
64

3
75;AA ¼ 1

2
ðA� ATÞ ¼

0 �1 �2

1 0 �1

2 1 0

2
64

3
75; trA ¼ 15;

then, since n ¼ 3, it follows from (A.16) that

A ¼
5 0 0

0 5 0

0 0 5

2
4

3
5þ

�4 3 5

3 0 7

5 7 4

2
4

3
5þ

0 �1 �2

1 0 �1

2 1 0

2
4

3
5:

Introducing the notation for the deviatoric part of an n by n square matrix A,

devA ¼ A� trA

n
1; (A.17)

the representation for the matrix A given by (A.16) may be rewritten as the sum of

three terms

A ¼ trA

n
1þ devAS þ AA; (A.18)

where the first term is called the isotropic, or spherical (or hydrostatic as in

hydraulics) part of A. Note that

devAS ¼ 1

2
ðdevAþ devATÞ: (A.19)

Example A.3.2

Show that tr (devA) ¼ 0.

Solution: Applying the trace operation to both sides of (A.17) one obtains
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trðdevAÞ ¼ trA� 1=nðtrAÞðtr1Þ;

then, since tr1 ¼ n, it follows that tr(devA) ¼ 0.

The product of two square matrices, A and B, with equal numbers of rows

(columns) is a square matrix with the same number of rows (columns). The matrix

product is written as A�B where A�B is defined by

ðA � BÞij ¼
Xk¼n

k¼1

AikBkj; (A.20)

thus, for example, the element in the rth row and cth column of the product A�B is

given by

ðA � BÞrc ¼ Ar1B1c þ Ar2B2c þ � � � þ ArnBnc:

The widely used notational convention, called the Einstein summation conven-

tion, allows one to simplify the notation by dropping the summation symbol in

(A.20) so that

ðA � BÞij ¼ AikBkj; (A.21)

where the convention is the understanding that the repeated index, in this case k, is
to be summed over its range of the admissible values from 1 to n. This summation

convention will be used from this point forward in this Appendix and in the body of

the text. For n ¼ 6, the range of admissible values is 1–6, including 2, 3, 4, and 5.

The two k indices are the summation or dummy indices; note that the implied

summation is unchanged if both of the k’s are replaced by any other letter of the

alphabet. A summation index is defined as an index that occurs in a summand twice

and only twice. Note that summands are terms in equations separated from each

other by plus, minus, or equal signs. The existence of summation indices in a

summand requires that the summand be summed with respect to those indices over

the entire range of admissible values. Note again that the summation index is only a

means of stating that a term must be summed, and the letter used for this index is

immaterial, thus AimBmj has the same meaning as AikBkj. The other indices in the

formula (A.22), the i and j indices, are called free indices. A free index is free to
take on any one of the admissible values in its range from 1 to n. For example if n
were 3, the free index could be 1, 2, or 3. A free index is formally defined as an

index that occurs once and only once in every summand of an equation. The total

number of equations that may be represented by an equation with one free index is

the range of the admissible values. Thus the equation (A.21) represents n2 separate
equations. For two 2 by 2 matrices A and B, the product is written as
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A � B ¼ A11 A12

A21 A22

� �
B11 B12

B21 B22

� �

¼ A11B11 þ A12B21 A11B12 þ A12B22

A21B11 þ A22B21 A21B12 þ A22B22

� �
; (A.22)

where, in this case, the products (A.20) and (A.21) stand for the n2 ¼ 22 ¼ 4

separate equations, the right-hand sides of which are the four elements of the last

matrix in (A.22).

The dot between the matrix productA�B indicates that one index from A and one

index from B is to be summed over. The positioning of the summation index on the

two matrices involved in a matrix product is critical and is reflected in the matrix

notation by the transpose. In the three equations below, (A.21), study carefully how

the positions of the summation indices within the summation sign change in relation

to the position of the transpose on the matrices in the associated matrix product:

ðA � BTÞij ¼ AikBjk; ðAT � BÞij ¼ AkiBkj; ðAT � BTÞij ¼ AkiBjk: (A.23)

A very significant feature of matrix multiplication is noncommutatively, that is

to say A�B 6¼ B�A. Note, for example, the transposed product B�A of the multipli-

cation represented in (A.22),

B � A ¼ B11 B12

B21 B22

� �
A11 A12

A21 A22

� �

¼ B11A11 þ B12A21 B11A12 þ B12A22

B21A11 þ B22A21 B21A12 þ B22A22

� �
; (A.24)

is an illustration of the fact that A�B 6¼ B�A, in general. If A�B ¼ B�A, the matrices

A and B are said to commute. Finally, matrix multiplication is associative,

A � ðB � CÞ ¼ ðA � BÞ � C; (A.25)

and matrix multiplication is distributive with respect to addition

A � ðBþ CÞ ¼ A � Bþ A � C and ðBþ CÞ � A ¼ B � Aþ C � A; (A.26)

provided the results of these operations are defined.

Example A.3.3

Construct the products A�B and B�A of the matrices A and B given by:

A ¼
1 2 3

4 5 6

7 8 9

2
4

3
5;B ¼

10 11 12

13 14 15

16 17 18

2
4

3
5:
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Solution: The products A�B and B�A are given by

A � B ¼
84 90 96

201 216 231

318 342 366

2
4

3
5;B � A ¼

138 171 204

174 216 258

210 261 312

2
4

3
5:

Observe that A�B 6¼ B�A.
The double dot notation between the two second order tensors is an extension of

the single dot notation between the matrices, A�B, which indicates that one index

from A and one index from B are to be summed over; the double dot notation

between the matrices,A : B, indicates that both indices of A are to be summed with

different indices from B, thus

A : B ¼ AikBik:

This colon notation stands for the same operation as the trace of the product,

A:B ¼ tr(A�B). Although tr(A�B) and A:B mean the same thing, A:B involves

fewer characters and it will be the notation of choice. Note that A:B ¼ AT:BT and

A
T:B ¼ A:BT but that A:B 6¼ A

T:B in general.

In the considerations of mechanics, matrices are often functions of coordinate

positions x1, x2, x3, and time t. In this case the matrix is written A(x1, x2, x3, t) which
means that each element of A is a function of x1, x2, x3, and t,

Aðx1; x2; x3; tÞ ¼
A11ðx1; x2; x3; tÞ A12ðx1; x2; x3; tÞ . . . A1nðx1; x2; x3; tÞ
A21ðx1; x2; x3; tÞ A22ðx1; x2; x3; tÞ . . . A2nðx1; x2; x3; tÞ

: : . . . :
An1ðx1; x2; x3; tÞ : . . . Annðx1; x2; x3; tÞ

2
664

3
775:

(A.27)

Let the operator} stand for a total derivative, or a partial derivative with respect

to x1, x2, x3, or t, or a definite or indefinite (single or multiple) integral; then the

operation of the operator on the matrix follows the same rule as the multiplication

of a matrix by a scalar (A.9), thus

}Aðx1; x2; x3; tÞ ¼

}A11ðx1; x2; x3; tÞ }A12ðx1; x2; x3; tÞ : : : }A1nðx1; x2; x3; tÞ
}A21ðx1; x2; x3; tÞ }A22ðx1; x2; x3; tÞ : : : }A2nðx1; x2; x3; tÞ

: : : : : :

}An1ðx1; x2; x3; tÞ : : : }Annðx1; x2; x3; tÞ

2
6664

3
7775:

(A.28)

}ðAþ BÞ ¼ }Bþ}A and ð}1 þ}2ÞA ¼ }1Aþ}2A; (A.29)

where }1 and }2 are two different operators.
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Problems

A.3.1. Simplify the following expression by using the Einstein summation index

convention for a range of three:

0 ¼ r1w1 þ r2w2 þ r3w3;

C ¼ ðu1v1 þ u2v2 þ u3v3Þðu1v1 þ u2v2 þ u3v3Þ;
f ¼ A11x

2
1 þ A22x

2
2 þ A33x

2
3 þ A12x1x2 þ A21x1x2 þ A13x1x3 þ A31x1x3

þ A23x3x2 þ A32x3x2:

A.3.2. The matrix M has the numbers 4, 5, �5 in its first row, �1, 3, �1 in its

second row and 7, 1, 1 in its third row. Find the transpose of M, the

symmetric part of M, and the skew-symmetric part of M.

A.3.3. Prove that @xi
@xj

¼ dij.

A.3.4. Consider the hydrostatic component H, the deviatoric component D of the

symmetric part ofA, and the skew-symmetric component S of the square n
by n matrix A defined by (A.17) and (A.18),

H ¼ trA

n
1;D ¼ 1

2
Aþ AT � 2

trA

n
1

� �
and S ¼ 1

2
½A� AT�:

Evaluate the following: trH, trD, trS, tr(H�D) ¼ H:D, tr(H�S) ¼ H:S,

and tr(S�D) ¼ S:D.

A.3.5. For the matrices in example A3.3 show that tr A�B ¼ tr B�A ¼ 666. In

general, will A:B ¼ B:A, or is this a special case?

A.3.6. Prove that A:B is zero if A is symmetric and B is skew-symmetric.

A.3.7. Calculate AT�B, A�BT, and AT�BT for the matrices A and B of Example

A.3.3.

A.3.8. Find the derivative of the matrix A(t) with respect to t.

AðtÞ ¼
t t2 sinot

cosh t ln t 17t
1=t 1=t2 ln t2

2
4

3
5:

A.3.9. Show that (A�B)T ¼ B
T�AT.

A.3.10. Show that (A�B�C)T ¼ CT�BT�AT.

A.4 The Algebra of n-Tuples

The algebra of column matrices is the same as the algebra of row matrices. The

column matrices need only be transposed to be equivalent to row matrices as

illustrated in equations (A.4) and (A.5). A phrase that describes both row and
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column matrices is n-tuples. This phrase will be used here because it is descriptive

and inclusive. A zero n-tuple is an n-tuple whose entries are all zero; it is denoted by

0 ¼ [0, 0, . . ., 0]. The multiplication of an n-tuple r by a scalar a is defined as the

multiplication of every element of the n-tuple r by the scalar a, thus ar ¼ [ar1, ar2,
. . ., arn]. As with square matrices, it is then easy to show for n-tuples that 1r ¼ r,

�1r ¼ �r, 0r ¼ 0, and a0 ¼ 0. The addition of n-tuples is only defined for n-

tuples with the same n. The sum of two n-tuples, r and t, is denoted by r þ t, where

r þ t ¼ [r1 þ t1, r2 þ t2, . . ., rn þ tn]. Row-matrix addition is commutative, r þ
t ¼ t þ r, and associative, r þ (t þ u) ¼ (r þ t) þ u. The following distributive

laws connect n-tuple addition and n-tuple multiplication by scalars, thus a(r þ t)

¼ ar þ at and (a þ b)r ¼ ar þ br, where a and b are scalars. Negative n-tuples

may be created by employing the definition of n-tuple multiplication by a scalar,

ar ¼ [ar1, ar2, . . ., arn], in the special case when a ¼ �1. In this case the definition

of addition of n-tuples, r þ t ¼ [r1 þ t1, r2 þ t2, . . ., rn þ tn], can be extended to

include the subtraction of n-tuples r�t, and the difference between n-tuples, r�t.

Two n-tuples may be employed to create a square matrix. The square matrix

formed from r and t is called the open product of the n-tuples r and t; it is denoted

by r � t, and defined by

r� t ¼
r1t1 r1t2 . . . r1tn
r2t1 r2t2 . . . r2tn
: : . . . :

rnt1 : . . . rntn

2
664

3
775: (A.30)

The American physicist J. Willard Gibbs introduced the concept of the open

product of vectors calling the product a dyad. This terminology is still used in some

books and the notation is spoken of as the dyadic notation. The trace of this square
matrix, tr{r � t} is the scalar product of r and t,

trfr� tg ¼ r � t ¼ r1t1 þ r2t2 þ � � � þ rntn: (A.31)

In the special case of n ¼ 3, the skew-symmetric part of the open product r � t,

1

2

0 r1t2 � r2t1 r1t3 � r3t1
r2t1 � r1t2 0 r2t3 � r3t2
r3t1 � r1t3 r3t2 � r2t3 0

2
4

3
5; (A.32)

provides the components of the cross product of r and t, denoted by r � t, and

written as r � t ¼ [r2t3�r3t2, r3t1�r1t3, r1t2�r2t1]
T. These points concerning the

dot product r�t and cross product r � t will be revisited later in this Appendix.

Example A.4.1

Given the n-tuples a ¼ [1, 2, 3] and b ¼ [4, 5, 6], construct the open product

matrix, a � b, the skew-symmetric part of the open product matrix, and trace of the

open product matrix.
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Solution:

a� b ¼
4 5 6

8 10 12

12 15 18

2
4

3
5; 1

2

� �
ða� b� ða� bÞTÞ ¼ 3

2

� � 0 �1 �2

1 0 �1

2 1 0

2
4

3
5:

and tr{a � b} ¼ a�b ¼32.

Frequently n-tuples are considered as functions of coordinate positions x1, x2, x3,
and time t. In this case the n-tuple is written r(x1, x2, x3, t) that means that each

element of r is a function of x1, x2, x3, and t,

rðx1; x2; x3; tÞ ¼ ½r1ðx1; x2; x3; tÞ; r2ðx1; x2; x3; tÞ; . . . ; rnðx1; x2; x3; tÞ�: (A.33)

Again letting the operator } stand for a total derivative, or a partial derivative

with respect to x1, x2, x3, or t, or a definite or indefinite (single or multiple) integral,

then the operation of the operator on the n-tuple follows the same rule as the

multiplication of an n-tuple by a scalar (A.9), thus

}rðx1; x2; x3; tÞ ¼ ½}r1ðx1; x2; x3; tÞ;}r2ðx1; x2; x3; tÞ; . . . ;}rnðx1; x2; x3; tÞ�:
(A.34)

The following distributive laws connect matrix addition and operator operations:

}ðrþ tÞ ¼ }rþ}t and ð}1 þ}2Þr ¼ }1rþ}2r; (A.35)

where }1 and }2 are two different operators.

Problems

A.4.1. Find the derivative of the n-tuple r(x1, x2, x3, t) ¼ [x1x2x3, 10x1x2,
coshax3]

T with respect to x3.
A.4.2. Find the symmetric and skew-symmetric parts of the matrix r � s where

r ¼ [1, 2, 3, 4] and s ¼ [5, 6, 7, 8].

A.5 The Types andLinear Transformations

A system of linear equations

r1 ¼ A11t1 þ A12t2 þ � � � þ A1ntn;

r2 ¼ A21t1 þ A22t2 þ � � � þ A2ntn;

. . .

rn ¼ An1t1 þ An2t2 þ . . .þ Anntn; (A.36)
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may be contracted horizontally using the summation symbol, thus

r1 ¼ A1ktk;

r2 ¼ A2ktk;

. . .

rn ¼ Anktk: (A.37)

Introduction of the free index convention condenses this system of equations

vertically,

ri ¼ Aiktk: (A.38)

This result may also be represented in the matrix notation as a combination of n-

tuples, r and t, and a square matrix A,

r ¼ A � t; (A.39)

where the dot between A and t indicates that the summation is with respect to one

index of A and one index of t, or

r1
r2
:
:
:
rn

2
6666664

3
7777775
¼

A11 A12 : : : A1n

A21 A22 : : : A2n

: : : : : :
An1 : : : : Ann

2
664

3
775

t1
t2
:
:
:
tn

2
6666664

3
7777775
; (A.40)

if the operation of the matrix A upon the column matrix t is interpreted as the

operation of the square matrix upon the n-tuple defined by (A.38). This is an

operation very similar to square matrix multiplication. This may be seen easily by

rewriting the n-tuple in (A.40) as the first column of a square matrix whose entries

are all otherwise zero; thus the operation is one of multiplication of one square

matrix by another:

r1
r2
:
:
:
rn

2
6666664

3
7777775
¼

A11 A12 : : : A1n

A21 A22 : : : A2n

: : : : : :
An1 : : : : Ann

2
664

3
775

t1 0 : : : 0

t2 0 : : : 0

: : : : : :
tn : : : : 0

2
664

3
775: (A.41)

The operation of the square matrix A on the n-tuple t is called a linear
transformation of t into the n-tuple r. The linearity property is reflected in the
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property that A applied to the sum (r þ t) follows a distributive law A � ðrþ tÞ
¼ A � rþ A � t and that multiplication by a scalar a follows the rule aðA � rÞ ¼
A � ðarÞ. These two properties may be combined into one, A � ðarþ btÞ ¼ aA � r
þbA � t where a and b are scalars. The composition of linear transformations is

again a linear transformation. Consider the linear transformation t ¼ B�u, u ! t

(meaning u is transformed into t) which is combined with the linear transformation

(A.39) r ¼ A�t, t ! r to transform u ! r, thus r ¼ A�B�u, and if we letC � A�B,
then r ¼ C�u. The result of the composition of the two linear transformations,

r ¼ A�t and t ¼ B�u, is then a new linear transformation r ¼ C�u where the square

matrix C is given by the matrix product A�B. To verify that it is, in fact, a matrix

multiplication, the composition of transformations is done again in the indicial

notation. The transformation t ¼ B�u in the indicial notation,

tk ¼ Bkmum; (A.42)

is substituted into r ¼ A�t in the indicial notation (A.38),

ri ¼ AikBkmum; (A.43)

which may be rewritten as

ri ¼ Cimum; (A.44)

where C is defined by:

Cim ¼ AikBkm: (A.45)

Comparison of (A.45) with (A.20) shows thatC is the matrix product ofA and B,

C ¼ A�B. The calculation from (A.42) to (A.45) may be repeated using the Einstein

summation convention. The calculation will be similar to the one above with the

exception that the summation symbols will appear.

Example A.5.1

Determine the result r ¼ C�u of the composition of the two linear transformations,

r ¼ A�t and t ¼ B�u, where A and B are given by

A ¼
1 2 3

4 5 6

7 8 9

2
4

3
5;B ¼

10 11 12

13 14 15

16 17 18

2
4

3
5:

Solution: The matrix product A�B yields the square matrix C representing the

composed linear transformation,

A � B ¼
84 90 96

201 216 231

318 342 366

2
4

3
5:
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It is important to be able to construct the inverse of a linear transformation,

r ¼ A�t, t ¼ A�1�r, if it exists. The inverse transformation exists if A�1 can be

constructed from A, thus the question is one of the construction of the inverse of a

square matrix. The construction of the inverse of a matrix involves the determinant of

the matrix and the matrix of the cofactors. DetA denotes the determinant of A. A
matrix is said to be singular if its determinant is zero, non-singular if it is not. The
cofactor of the element Aij of A is denoted by coAij and is equal to (�1)i+j times the

determinant of amatrix constructed from thematrixA by deleting the row and column

in which the element Aij occurs. CoA denotes a matrix formed of the cofactors coAij.

Example A.5.2

Compute the matrix of cofactors of A;A ¼
a d e
d b f
e f c

2
4

3
5.

Solution: The cofactors of the distinct elements of the matrix A are coa ¼ (bc�f2),
cob ¼ (ac�e2), coc ¼ (ab�d2), cod ¼ �(dc�fe), coe ¼ (df�eb), and cof ¼
�(af�de); thus the matrix of cofactors of A is

coA ¼
bc� f 2 �ðdc� feÞ ðdf � ebÞ

�ðdc� feÞ ac� e2 �ðaf � deÞ
ðdf � ebÞ �ðaf � deÞ ab� d2

2
4

3
5:

The formula for the inverse of A is written in terms of coA as

A�1 ¼ ðcoAÞT
DetA

; (A.46)

where ðcoAÞT is the matrix of cofactors transposed. The inverse of a matrix is not

defined if the matrix is singular. For every non-singular square matrix A the inverse

of A can be constructed, thus

A � A�1 ¼ A�1 � A ¼ 1: (A.47)

It follows then that the inverse of a linear transformation r ¼ A�t, t ¼ A�1�r,
exists if the matrix A is non-singular, DetA 6¼ 0.

Example A.5.3

Show that the determinant of a 3-by-3-open product matrix, a � b, is zero.

Solution:

Detfa� bg ¼ Det

a1b1 a1b2 a1b3

a2b1 a2b2 a2b3

a3b1 a3b2 a3b3

2
64

3
75 ¼ a1b1ða2b2a3b3 � a2b3a3b2Þ

� a1b2ða2b1a3b3 � a3b1a2b3Þ þ a1b3ða2b1a3b2 � a3b1a2b2Þ ¼ 0:
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Example A.5.4

Find the inverse of the matrix

A ¼
18 6 6

6 15 0

6 0 21

2
4

3
5

Solution: The matrix of cofactors is given by

coA ¼
315 �126 �90

�126 342 36

�90 36 234

2
4

3
5;

thus the inverse of A is then given by

A�1 ¼ coAT

DetA
¼ 1

243

17:5 �7 �5

�7 19 2

�5 2 13

2
4

3
5:

The eigenvalue problem for a linear transformation r ¼ A�t addresses the

question of the n-tuple t being transformed by A into some scalar multiple of itself,

lt. Specifically, for what values of t and l does lt ¼ A�t? If such values of l and

t exist, they are called eigenvalues and eigen n-tuples of the matrix A, respectively.

The eigenvalue problem is then to find solutions to the equation

ðA� l1Þ � t ¼ 0: (A.48)

This is a system of linear equations for the elements of the n-tuple t. For the case

of n ¼ 3 it may be written in the form:

ðA11 � lÞt1 þ A12t2 þ A13t3 ¼ 0;

A21t1 þ ðA22 � lÞt2 þ A23t3 ¼ 0;

A31t1 þ A32t2 þ ðA33 � lÞt3 ¼ 0: (A.49)

The standard approach to the solution of a system of linear equations like (A.48)

is Cramer’s rule. For a system of three equations in three unknowns, (A.36) with

n ¼ 3,

r1 ¼ A11t1 þ A12t2 þ A13t3;

r2 ¼ A21t1 þ A22t2 þ A23t3;

r3 ¼ A31t1 þ A32t2 þ A33t3; (A.50)

Cramer’s rule provides the solution for the n-tuple t ¼ [t1, t2, t3]:
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t1 ¼

r1 A12 A13

r2 A22 A23

r3 A32 A33

������
������

DetA
; t2 ¼

A11 r1 A13

A21 r2 A23

A31 r3 A33

������
������

DetA
; t3 ¼

A11 A12 r1
A21 A22 r2
A31 A32 r3

������
������

DetA
: (A.51)

Considering the case n ¼ 3 and applying Cramer’s rule to the system of

equations (A.49) we find that

t1 ¼

0 A12 A13

0 A22 � l A23

0 A32 A33 � l

������
������

Det½A� l1� ; t2 ¼

A11 � l 0 A13

A21 0 A23

A31 0 A33 � l

������
������

Det½A� l1� ; t3

¼

A11 � l A12 0

A21 A22 � l 0

A31 A32 0

������
������

Det½A� l1�

which shows, due to the column of zeros in each numerator determinant, that the

only solution is that t ¼ [0, 0, 0], unless Det[A�l1] ¼ 0. If Det[A�l1] ¼ 0,

the values of t1, t2, and t3 are all of the form 0/0 and therefore undefined. In this

case Cramer’s rule provides no information. In order to avoid the trivial solution

t ¼ [0, 0, 0] the value of l is selected so that Det[A�l1] ¼ 0. While the argument

was specialized to n ¼ 3 in order to conserve page space, the result

Det½A� l1� ¼ 0 (A.52)

holds for all n. This condition forces the matrix [A�l1] to be singular and forces the
system of equations (A.48) to be linearly dependent. The further solution of (A.52)

is explored retaining the assumption of n ¼ 3 for convenience, but it should noted

that all the manipulations can be accomplished for any n including the values of n of
interest here, 2, 3, and 6. In the case of n ¼ 3, (A.52) is written in the form

A11 � l A12 A13

A21 A22 � l A23

A31 A32 A33 � l

������
������ ¼ 0; (A.53)

and, when the determinant is expanded, one obtains a cubic equation for l:

l3 � IAl
2 þ IIAl� IIIA ¼ 0 (A.54)

where

IA ¼ trA ¼
Xk¼3

k¼1

Akk ¼ Akk ¼ A11 þ A22 þ A33; (A.55)
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IIA ¼ A11 A12

A21 A22

����
����þ A11 A13

A31 A33

����
����þ A22 A23

A32 A33

����
����; (A.56)

IIIA ¼ DetA ¼
A11 A12 A13

A21 A22 A23

A31 A32 A33

������
������: (A.57)

This argument then generates a set of three l’s that allow the determinant (A.53)

to vanish. We note again that the vanishing of the determinant makes the set of

equations (A.49) linearly dependent. Since the system is linearly dependent, all of

the components of t cannot be determined from (A.49). Thus, for each value of l
that is a solution to (A.54), we can find only two ratios of the elements of t, t1, t2,
and t3. It follows that, for each eigen n-tuple, there will be one scalar unknown.

In this text we will only be interested in the eigenvalues of symmetric matrices.

In Sect. A.7 it is shown that a necessary and sufficient condition for all the

eigenvalues to be real is that that the matrix be symmetric.

Example A.5.5

Find the eigenvalues and construct the ratios of the eigen n-tuples of the matrix

A ¼
18 6 6

6 15 0

6 0 21

2
4

3
5: (A.58)

Solution: The cubic equation associated with this matrix is, from (A.54), (A.55),

(A.56), and (A.57),

l3 � 54l2 þ 891l� 4; 374 ¼ 0; (A.59)

which has three roots, 27, 18, and 9. The eigen n-tuples are constructed using these

eigenvalues. The first eigen n-tuple is obtained by substitution of (A.58) and l ¼ 27

into (A.49), thus

� 9t1 þ 6t2 þ 6t3 ¼ 0; 6t1 � 12t2 ¼ 0; 6t1 � 6t3 ¼ 0: (A.60)

Note the linear dependence of this system of equations; the first equation is equal

to the second multiplied by (�1/2) and added to the third multiplied by (�1). Since

there are only two independent equations, the solution to this system of equations is

t1 ¼ t3 and t1 ¼ 2t2, leaving an undetermined parameter in the eigen n-tuple t.

Similar results are obtained by taking l ¼ 18 and l ¼ 9.

Problems

A.5.1. Show that the eigenvalues of the matrix
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G ¼
1 2 3

2 4 5

3 5 6

2
4

3
5

are 11.345, 0.171, and �0.516.

A.5.2. Construct the inverse of the matrix A where A ¼ a b
b c

� �
.

A.5.3. Show that the inverse of the matrix G of problem A.5.1 is given by

G�1 ¼
1 �3 2

�3 3 �1

2 �1 0

2
4

3
5:

A.5.4. Show that the eigenvalues of the matrix G–1 of problem A.5.3 are the

inverse of the eigenvalues of the matrix G of problem A.5.1.

A.5.5. Solve the matrix equation A2 ¼ A�A ¼ A for A assuming that A is non-

singular.

A.5.6. Why is it not possible to construct the inverse of an open product matrix,

a � b?
A.5.7. Construct a compositional transformation based on the matrix G of problem

A.5.1 and the open productmatrix,a � b, where the n-tuples are a ¼ [1, 2, 3]

and b ¼ [4, 5, 6].

A.5.8. If F is a square matrix and a is an n-tuple, show that aT�FT ¼ F�a.

A.6 Vector Spaces

Loosely, vectors are defined as n-tuples that follow the parallelogram law of
addition. More precisely vectors are defined as elements of a vector space called

the arithmetic n-space. Let An denote the set of all n-tuples, u ¼ [u1, u2, u3, . . ., uN],
v ¼ [v1, v2, v3, . . ., vN], etc., including the zero n-tuple, 0 ¼ [0, 0, 0, . . ., 0], and the
negative n tuple -u ¼ [�u1,�u2,�u3, . . .,�uN]. An arithmetic n-space consists of
the set An together with the additive and scalar multiplication operations defined by

u þ v ¼ [u1 þ v1, u2 þ v2, u3 þ v3, . . . uN þ vN] and au ¼ [au1, au2, au3, . . .,
auN], respectively. The additive operation defined by u þ v ¼ [u1 þ v1, u2 þ v2,
u3 þ v3, . . . uN þ vN] is the parallelogram law of addition. The parallelogram law

of addition was first introduced and proved experimentally for forces. A vector is

defined as an element of a vector space, in our case a particular vector space called

the arithmetic n-space.
The scalar product of two vectors in n dimensions was defined earlier, (A.31).

This definition provided a formula for calculating the scalar product u�v and the

magnitude of the vectors u and v, juj ¼ ffiffiffiffiffiffiffiffiffi
u � up

and jvj ¼ ffiffiffiffiffiffiffiffiffi
v � vp

. Thus one can
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consider the elementary definition of the scalar product below as the definition of

the angle z,

u � v ¼ uivi ¼ jujjvj cos z (A.61)

Recalling that there is a geometric interpretation of z as the angle between the

two vectors u and v in two or three dimensions, it may seem strange to have the cosz
appear in the formula (A.61), which is valid in n dimensions. However, since u�v
divided by juj � jvj is always less than one and thus the definition (A.61) is

reasonable not only for two and three dimensions, but for a space of any finite

dimension. It is only in two and three dimensions that the angle zmay be interpreted

as the angle between the two vectors.

Example A.6.1

Show that the magnitude of the sum of the two unit vectors e1 ¼ [1,0] and e2 ¼
[cosa, sina] can vary inmagnitude from 0 to 2, depending on the value of the angle a.

Solution: e1 þ e2 ¼ [1 þ cosa, sina], thus │e1 þ e2│ ¼ √2√(1 þ cosa). It follows
that │e1 þ e2│ ¼ 2 when a ¼ 0, │e1 þ e2│ ¼ 0 when a ¼ p, and │e1 þ e2│ ¼ √2
when a ¼ p/2. Thus the sum of two unit vectors in two dimensions can point in any

direction in the two dimensions and can have a magnitude between 0 and 2.

A set of unit vectors ei, i ¼ 1, 2,. . ., n, is called an orthonormal or cartesian basis
of the vector space if all the base vectors are of unit magnitude and are orthogonal to

each other, ei�ej ¼ dij for i, j having the range n. From the definition of orthogonality

one can see that, when i 6¼ j, the unit vectors ei and ej are orthogonal. In the case

where i ¼ j the restriction reduces to the requirement that the ei’s be unit vectors.

The elements of the n-tuples v ¼ [v1, v2, v3, . . ., vn] referred to an orthonormal basis

are called cartesian components. An important question concerning vectors is the

manner in which their components change as their orthonormal basis is changed. In

order to distinguish between the components referred to two different bases of a

vector space we introduce two sets of indices. The first set of indices is composed of

the lowercase Latin letters i, j, k,m, n, p, etc. which have the admissible values 1, 2, 3,

. . . n as before; the second set is composed of the lowercase Greek letters a, b, g, d,

. . . etc. whose set of admissible values are the Roman numerals I, II, III, . . ., n. The
Latin basis refers to the base vectors ei while the Greek basis refers to the base

vectors ea. The components of a vector v referred to a Latin basis are then vi, i ¼ 1, 2,

3, . . ., n, while the components of the same vector referred to a Greek basis are va,
a ¼ I, II, III, . . ., n. It should be clear that e1 is not the same as eI, v2 is not the same as

vII, etc., that e1, v2 refer to the Latin basis while eI, and vII refers to the Greek basis.
The terminology of calling a set of indices “Latin” and the other “Greek” is arbitrary;

we could have introduced the second set of indices as i0, j0, k0, m0, n0, p0, etc., which
would have had admissible values of 10, 20, 30, . . ., n, and subsequently spoken of the
unprimed and primed sets of indices.

The range of the indices in the Greek and Latin sets must be the same since both

sets of base vectors ei and ea occupy the same space. It follows then that the two
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sets, ei and ea, taken together are linearly dependent and therefore we can write that

ei is a linear combination of the ea’s and vice versa. These relationships are

expressed as linear transformations,

ei ¼ Qiaea and ea ¼ Q�1
ia ei; (A.62)

where Q ¼ [Qia] is the matrix characterizing the linear transformation. For unam-

biguous conversion between the index and matrix notation the Latin index is fixed

in the place of the row index (i.e., first) and the Greek index is frozen in the place of

the column index (i.e., second) in the notation employed here. In the case of n ¼ 3

the first of these equations may be expanded into a system of three equations:

e1 ¼ Q1IeI þ Q1IIeII þ Q1IIIeIII;

e2 ¼ Q2IeI þ Q2IIeII þ Q2IIIeIII;

e3 ¼ Q3IeI þ Q3IIeII þ Q3IIIeIII: (A.63)

If one takes the scalar product of eI with each of these equations and notes that

since the ea, a ¼ I, II, III, form an orthonormal basis, then eI�eII ¼ eI�eIII ¼ 0, and

Q1I ¼ e1�eI ¼ eI�e1, Q2I ¼ e2�eI ¼ eI�e2, and Q3I ¼ e3�eI ¼ eI�e3. Repeating the

scalar product operation for eI I and eI II shows that, in general, Qia ¼ ei�ea ¼ ea�ei.
Recalling that the scalar product of two vectors is the product of magnitudes of each

vector and the cosine of the angle between the two vectors (A.61), and that the base

vectors are unit vectors, it follows that Qia ¼ ei�ea ¼ ea�ei are just the cosines of

angles between the base vectors of the two bases involved. Thus the components of

the linear transformation Q ¼ [Qia] are the cosines of the angles between the base

vectors of the two bases involved. Because the definition of the scalar product

(A.61) is valid in n dimensions, all these results are valid in n dimensions even

though the two- and three-dimensional geometric interpretation of the components

of the linear transformation Q as the cosines of the angles between coordinate axes

is no longer valid.

The geometric analogy is very helpful, so considerations in three dimensions are

continued. Three-dimensional Greek and Latin coordinate systems are illustrated

on the left-hand side of Fig. A.1. The matrixQ with components Qia ¼ ei�ea relates
the components of vectors and base vectors associated with the Greek system to

those associated with the Latin system,

Q ¼ ½Qia� ¼ ½ei � ea� ¼
e1 � eI e1 � eII e1 � eIII
e2 � eI e2 � eII e2 � eIII
e3 � eI e3 � eII e3 � eIII

2
4

3
5: (A.64)

In the special case when the e1 and eI are coincident, the relative rotation

between the two observers’ frames is a rotation about that particular selected and

fixed axis, and the matrix Q has the special form
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Q ¼
1 0 0

0 cos y � sin y
0 sin y cos y

2
4

3
5: (A.65)

This situation is illustrated on the left in Fig. A.1.

The matrix Q ¼ [Qia] characterizing the change from the Latin orthonormal

basis ei in an N-dimensional vector space to the Greek basis ea (or vice versa) is a

special type of linear transformation called an orthogonal transformation. Taking

the scalar product of ei with ej where ei and ej both have the representation (A.62),

ei ¼ Qiaea and ej ¼ Qjbeb; (A.66)

it follows that

ei � ej ¼ dij ¼ QiaQjbea � eb ¼ QiaQjbdab ¼ QiaQja: (A.67)

There are a number of steps in the calculation (A.67) that should be considered

carefully. First, the condition of orthonormality of the bases has been used twice,

ei � ej ¼ dij and ea � eb ¼ dab . Second, the transition from the term before the last

equal sign to the term after that sign is characterized by a change from a double sum

to a single sum over n and the loss of the Kronecker delta dab. This occurs because
the sum over b in the double sum is always zero except in the special case when

a ¼ b due to the presence of the Kronecker delta dab. Third, a comparison of the

last term in (A.67) with the definition of matrix product (A.20) suggests that it is a

matrix product of Q with itself. However, a careful comparison of the last term in

(A.67) with the definition of matrix product (A.20) shows that the summation is

over a different index in the second element of the product. In order for the last term

in (A.67) to represent a matrix product, the a index should appear as the first

subscripted index rather than the second. However, this a index may be relocated

in the second matrix by using the transposition operation. Thus the last term in

equation (A.67) is the matrix product of Q with QT as may be seen from the first of

Fig. A.1 The relative rotational orientation between coordinate systems

A6 Vector Spaces 355



equations (A.18). Thus, since the matrix of Kronecker delta components is the unit

matrix 1, it has been shown that

1 ¼ Q �QT: (A.68)

If we repeat the calculation of the scalar product, this time using ea and eb rather

than ei and ej, then it is found that 1 ¼ QT�Q and, combined with the previous result,

1 ¼ Q �QT ¼ QT �Q: (A.69)

Using the fact that Det1 ¼ 1, and two results that are proved in Sect. A.8,

DetA�B ¼ DetA DetB, and DetA ¼ DetAT, it follows from 1 ¼ Q�QT or 1 ¼
QT�Q that Q is non-singular and DetQ ¼ �1. Comparing the matrix equations

1 ¼ Q�QT and 1 ¼ QT�Q with the equations defining the inverse ofQ, 1 ¼ Q�Q�1

¼ Q�1�Q, it follows that

Q�1 ¼ QT; (A.70)

since the inverse exists (DetQ is not singular) and is unique. Any matrix Q that

satisfies equation (A.69) is called an orthogonal matrix. Any change of orthonormal

bases is characterized by an orthogonal matrix and is called an orthogonal transfor-

mation. Finally, since Q�1 ¼ Q
T the representations of the transformation of bases

(A.62) may be rewritten as

ei ¼ Qiaea and ea ¼ Qiaei: (A.71)

Orthogonal matrices are very interesting, useful and easy to handle; their deter-

minant is always plus or minus one and their inverse is obtained simply by comput-

ing their transpose. Furthermore, the multiplication of orthogonal matrices has the

closure property. To see that the product of two n by n orthogonal matrices is another

n by n orthogonal matrix, let R and Q be orthogonal matrices and consider their

product denoted byW ¼ R�Q. The inverse ofW is given byW�1 ¼ Q�1�R�1 and

its transpose byWT ¼ QT�RT. Since R andQ are orthogonal matrices,Q�1�R�1 ¼
QT�RT, it follows that W�1 ¼ WT and therefore W is orthogonal. It follows then

that the set of all orthogonal matrices has the closure property as well as the

associative property with respect to the multiplication operation, an identity element

(the unit matrix 1 is orthogonal), and an inverse for each member of the set.

Here we shall consider changing the basis to which a given vector is referred.

While the vector v itself is invariant with respect to a change of basis, the

components of v will change when the basis to which they are referred is changed.

The components of a vector v referred to a Latin basis are then vi, i ¼ 1, 2, 3, . . ., n,
while the components of the same vector referred to a Greek basis are va, a ¼ I, II,

III, . . ., n. Since the vector v is unique,

v ¼ viei ¼ vaea: (A.72)
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Substituting the second of (A.71) into the second equality of (A.72) one obtains

viei ¼ Qiavaei; (A.73)

which may be rewritten as

ðvi � QiavaÞei ¼ 0: (A.74)

Taking the dot product of (A.74) with ej, it follows that the sum over i is only
nonzero when i ¼ j, thus

vj ¼ Qjava: (A.75)

If the first, rather than the second, of (A.71) is substituted into the second

equality of (A.72), and similar algebraic manipulations accomplished, one obtains

vj ¼ Qjava: (A.76)

The results (A.75) and (A.76) are written in the matrix notation using

superscripted (L) and (G) to distinguish between components referred to the Latin

or the Greek bases:

vðLÞ ¼ Q � vðGÞ; vðGÞ ¼ QT � vðLÞ: (A.77)

Problems

A.6.1. Is the matrix

1

3

2 1 2

�1 �2 2

2 �2 �1

2
664

3
775

an orthogonal matrix?.

A.6.2. Are the matrices A, B, C, and Q, where Q ¼ C�B�A, and where

A ¼
cosF sinF 0

� sinF cosF 0

0 0 1

2
664

3
775;B ¼

1 0 0

0 cos y sin y

0 � sin y cos y

2
664

3
775;C ¼

cosC 0 � sinC

0 1 0

sinC 0 cosC

2
664

3
775

all orthogonal matrices?

A.6.3. Does an inverse of the compositional transformation constructed in prob-

lem A.5.7 exist?

A6 Vector Spaces 357



A.6.4. Is it possible for an open product of vectors to be an orthogonal matrix?

A.6.5. Transform the components of the vector v(L) ¼ [1, 2, 3] to a new (the

Greek) coordinate system using the transformation

Q ¼ 1

2

1
ffiffi
3
2

q ffiffi
3
2

q

� ffiffiffi
3

p
1ffiffi
2

p 1ffiffi
2

p

0 � ffiffiffi
2

p ffiffiffi
2

p

2
6664

3
7775

A.7 Second Order Tensors

Scalars are tensors of order zero; vectors are tensors of order one. Tensors of order

twowill be defined using vectors. For brevity, we shall refer to “tensors of order two”

simply as “tensors” throughout most of this section. For application in physical

theories, physicists generated the notion of a tensor, very similar to the notion of

a vector, but generalizing the vector concept. In classical dynamics the essential

concepts of force, velocity, and acceleration are all vectors; hence the mathe-

matical language of classical dynamics is that of vectors. In the mechanics of

deformable media the essential concepts of stress, strain, rate of deformation,

etc. are all second order tensors, thus, by analogy, one can expect to deal quite

frequently with second order tensors in this branch of mechanics. The reason for

this widespread use of tensors is that they enjoy, like vectors, the property of

being invariant with respect to the basis, or frame of reference, chosen.

The definition of a tensor is motivated by a consideration of the open or dyadic

product of the vectors r and t. Recall that the square matrix formed from r and t is

called the open product of the n-tuples r and t, it is denoted by r � t, and defined by

(A.30) for n-tuples. We employ this same formula to define the open product of the

vectors r and t. Both of these vectors have representations relative to all bases in the

vector space, in particular the Latin and the Greek bases, thus from (A.72)

r ¼ riei ¼ raea; t ¼ tjej ¼ tbeb: (A.78)

The open product of the vectors r and t, r � t, then has the representation

r� t ¼ ritjei � ej ¼ ratbea � eb: (A.79)

This is a special type of tensor, but it is referred to the general second order

tensor basis, ei � ej, or ea � eb. A general second order tensor is the quantity

T defined by the formula relative to the bases ei � ej, ea � eb and, by implication,

any basis in the vector space:
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T ¼ Tijei � ej ¼ Tabea � eb: (A.80)

The formulas (A.78) and (A.80) have similar content in that the vectors r and

t and the tensor T are quantities independent of base or coordinate system while the

components of r, t, and T may be expressed relative to any basis. In the formulas

(A.78) and (A.80), r, t, and T are expressed as components relative to two different

bases. The vectors are expressed as components relative to the bases ei and ea, while

the tensor T is expressed relative to the bases ei � ej and ea � eb. The tensor bases

ei � ej and ea � eb are constructed from the vector bases ei and ea.

Example A.7.1

If the base vectors e1, e2, and e3 are expressed as e1 ¼ [1, 0, 0]T, e2 ¼ [0, 1, 0]T, and

e3 ¼ [0, 0, 1]T, then it follows from(A.77) thatv ¼ viei andwe canexpressv in the form

v ¼ v1

1

0

0

2
4

3
5þ v2

0

1

0

2
4

3
5þ v3

0

0

1

2
4

3
5: (A.81)

Create a similar representation for T given by (A.80) for n ¼ 3.

Solution: The representation for T given by (A.80), T ¼ Tij ei � ej, involves the

base vectors e1 � e1, e1 � e2 etc. These “base vectors” are expressed as matrices of

tensor components by

e1 � e1 ¼
1 0 0

0 0 0

0 0 0

2
64

3
75; e1 � e2 ¼

0 1 0

0 0 0

0 0 0

2
64

3
75;

e2 � e1 ¼
0 0 0

1 0 0

0 0 0

2
64

3
75; etc: (A.82)

The representation forT,T ¼ Tij ei � ej, thencanbewritten in analogy to (A.81) as

T ¼ T11

1 0 0

0 0 0

0 0 0

2
4

3
5þ T21

0 0 0

1 0 0

0 0 0

2
4

3
5þ T12

0 1 0

0 0 0

0 0 0

2
4

3
5þ T13

0 0 1

0 0 0

0 0 0

2
4

3
5

þ T31

0 0 0

0 0 0

1 0 0

2
4

3
5þ T22

0 0 0

0 1 0

0 0 0

2
4

3
5þ T23

0 0 0

0 0 1

0 0 0

2
4

3
5

þ T32

0 0 0

0 0 0

0 1 0

2
4

3
5þ T33

0 0 0

0 0 0

0 0 1

2
4

3
5: Æ
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The components of the tensor T relative to the Latin basis, T(L) ¼ [Tij], are
related to the components relative to the Greek basis, T(G) ¼ [Tab], by

TðLÞ ¼ Q � TðGÞ �QT and TðGÞ ¼ QT � TðLÞ �Q: (A.83)

These formulas relating the components are the tensorial equivalent of vectorial

formulasvðLÞ ¼ Q � vðGÞ andvðGÞ ¼ QT � vðLÞ given by (A.77), and their derivation is
similar. First, substitute the second of (A.66) into the (A.80) twice, once for each

base vector:

T ¼ Tijei � ej ¼ TabQiaQjbei � ej: (A.84)

Then gather together the terms referred to the basis ei � ej, thus

ðTij � TabQiaQjbÞei � ej ¼ 0: (A.85)

Next take the scalar product of (A.85), first with respect to ek, and then with

respect to em. One finds that the only nonzero terms that remain are

Tkm ¼ QkaTabQmb: (A.86)

A comparison of the last term in (A.86) with the definition of matrix product

(A.20) suggests that it is a triple matrix product involving Q twice and T(G) once.

Careful comparison of the last term in (A.86) with the definition of matrix product

(A.20) shows that the summation is over a different index in the third element of the

product. In order for the last term in (A.86) to represent a triple matrix product, the

b index should appear as the first subscripted index rather than the second. How-

ever, this b index may be relocated in the second matrix by using the transposition

operation as shown in the first equation of (A.21). Thus the last term in equation

(A.86) is the matrix product of Q·T with QT. The result is the first equation of

(A.83). If the first, rather than the second, of (A.67) is substituted into the second

equality of (A.80), and similar algebraic manipulations accomplished, one obtains

the second equation of (A.83).

The word tensor is used to refer to the quantity T defined by (A.80), a quantity

independent of any basis. It is also used to refer to the matrix of tensor components

relative to a particular basis, for example T(L) ¼ [Tij] or T
(G) ¼ [Tab]. In both cases

“tensor” should be “tensor of order two,” but the order of the tensor is generally

clear from the context. A tensor of order N in a space of n dimensions is defined by

B ¼ Bij...kei � ej � . . .� ek ¼ Bab...gea � eb � . . .� eg: (A.87)

The number of base vectors in the basis is the orderN of the tensor. It is easy to see

that this definition specializes to that of the second order tensor (A.80). The definition

of a vector as a tensor of order one is easy to see, and the definition of a scalar as a

tensor of order 0 is trivial.
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In the section before last, Sect. A.5 on Linear Transformations, the eigenvalue

problem for a linear transformation r ¼ A�t was considered. Here we extend those

results by considering r and t to be vectors and A to be a symmetric second order

tensor, A ¼ AT. The problem is actually little changed until its conclusion. The

eigenvalues are still given by (A.52) or, for n ¼ 3 by (A.54). The values of three

quantities IA, IIA, IIIA, defined by (A.55), (A.56), (A.57) are the same except that

A12 ¼ A21, A13 ¼ A31 and A32 ¼ A23 due to the assumed symmetry of A, A ¼ AT.

These quantities may now be called the invariants of the tensor A since their value

is the same independent of the coordinate system chosen for their determination. As

an example of the invariance with respect to basis, this property will be derived for

IA ¼ tr A. Let T ¼ A in (A.86), then set the indices k ¼ m and sum from one to n
over the index k, thus

Akk ¼ TabQkaQkb ¼ Aabdab ¼ Aaa (A.88)

The transition across the second equal sign is a simple rearrangement of terms.

The transition across the second equal sign is based on the condition

QkaQkb ¼ dab (A.89)

which is an alternate form of (A.67), a form equivalent toQT�Q ¼ 1. The transition

across the fourth equal sign employs the definition of the Kronecker delta and the

summation over b. The result is that the trace of the matrix of second order tensor

components relative to any basis is the same number,

Akk ¼ Aaa: (A.90)

It may also be shown that IIA and IIIA are invariants of the tensor A.

Example A.7.2 (An Extension of Example A.5.5)

Consider the matrix given by (A.58) in Example A.5.5 to be the components of a

tensor. Construct the eigenvectors of that tensor and use those eigenvectors to

construct an eigenbasis

A ¼
18 6 6

6 15 0

6 0 21

2
4

3
5: ðA:58Þ repeated

Solution: The eigenvalues were shown to be 27, 18, and 9. It can be shown that the

eigenvalues must always be real numbers if A is symmetric. Eigen n-tuples were

constructed using these eigenvalues. The first eigen n-tuple was obtained by

substitution of (A.58) and l ¼ 27 into (A.49), thus

� 9t1 þ 6t2 þ 6t3 ¼ 0; 6t1 � 12t2 ¼ 0; 6t1 � 6t3 ¼ 0: (A.60) repeated
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These three conditions, only two of which are independent, gave t1 ¼ t3 and

t1 ¼ 2t2, leaving an undetermined parameter in the eigen n-tuple t. Now that t is a

vector, we can specify the length of a vector. Another consequence of the symmetry

of A is that these eigenvectors are orthogonal if the eigenvalues are distinct. Hence,

if we set the length of the eigenvectors to be one to remove the undetermined

parameter, we will generate an orthonormal basis from the set of three eigenvectors,

since the eigenvalues are distinct. If we use the normality condition t21 þ t22 þ t23 ¼ 1

and the results that follow from (A.56), t1 ¼ t3 and t1 ¼ 2t2, one finds that

t ¼ � 1

3

� �
ð2e1 þ e2 þ 2e3Þ (A.91)

which shows that both t and �t are eigenvectors. This will be true for any

eigenvector because they are really eigen-directions. For the second and third

eigenvalues, 18 and 9, we find that

t ¼ � 1

3

� �
ð�e1 � 2e2 þ 2e3Þ and t ¼ � 1

3

� �
ð2e1 � 2e2 � e3Þ; (A.92)

respectively. It is easy to see that these three eigenvectors are mutually orthogonal.

It was noted above that, since the eigenvectors constitute a set of three mutually

perpendicular unit vectors in a three-dimensional space, they might be used to form

a basis or a coordinate reference frame. Let the three orthogonal eigenvectors be the

base vectors eI, eII, and eIII of a Greek reference frame. From (A.91) and (A.92) we

form a new reference basis for the example eigenvalue problem, thus

eI ¼ 1

3

� �
ð2e1 þ e2 þ 2e3Þ; eII ¼ 1

3

� �
ð�e1 � 2e2 þ 2e3Þ;

eIII ¼ 1

3

� �
ð2e1 � 2e2 � e3Þ: (A.93)

It is easy to verify that both the Greek and Latin base vectors form right-handed

orthonormal systems. The orthogonal matrixQ for transformation from the Latin to

the Greek system is given by (A.64) and (A.93) as

Q ¼ ½Qia� ¼ 1

3

� � 2 �1 2

1 �2 �2

2 2 �1

2
4

3
5: (A.94)

Substituting the Q of (A.94) and the A specified by (A.56) into the second of

(A.83) with T ¼ A,

AðGÞ ¼ QT � AðLÞ �Q; (A.95)
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the following result is determined:

AðGÞ ¼ 1

9

� � 2 1 2

�1 �2 2

2 �2 �1

2
64

3
75

18 6 6

6 15 0

6 0 21

2
64

3
75

2 �1 2

1 �2 �2

2 2 �1

2
64

3
75 ¼

27 0 0

0 18 0

0 0 9

2
64

3
75:

(A.96)

Thus, relative to the basis formed of its eigenvectors a symmetric matrix takes on

a diagonal form, the diagonal elements being its eigenvalues. This result, which was

demonstrated for a particular case, is true in general in a space of any dimension n
as long as the matrix is symmetric. □

There are two points in the above example that are always true if the matrix is

symmetric. The first is that the eigenvalues are always real numbers and the second

is that the eigenvectors are always mutually perpendicular. These points will now

be proved in the order stated. To prove that l is always real we shall assume that it

could be complex, and then we show that the imaginary part is zero. This proves

that l is real. If l is complex, say m þ in, the associated eigenvector t must also

be complex and we denote it by t ¼ p þ iq. With these notations (A.48) can be

written

ðA� fmþ ing1Þ � ðpþ iqÞ ¼ 0: (A.97)

Equating the real and imaginary parts, we obtain two equations,

A � p ¼ mp� nq;A � q ¼ npþ mq: (A.98)

The symmetry of the matrix A means that, for the vectors p and q,

p � A � q� q � A � p ¼ 0 ¼ �nðp � pþ q � qÞ; (A.99)

the last equality following from taking the scalar product of the two equations in

(A.98), the first with respect to q and the second with respect to p. There is only

one-way to satisfy �n(p�p þ q�q), since the eigenvector cannot be zero and that is

to take n ¼ 0, hence l is real. This result also shows that t must also be real.

We will now show that any two eigenvectors are orthogonal if the two associated

eigenvalues are distinct. Let l1 and l2 be the eigenvalues associated with the

eigenvectors n and m, respectively, then

A � n ¼ l1n and A �m ¼ l2m: (A.100)

Substituting the two equations (A.100) into the first and last equalities of (A.99)

we find that

ðl1 � l2Þn �m ¼ 0: (A.101)
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Thus, if l1 6¼ l2, then n and m are perpendicular. If the two eigenvalues are not

distinct, then any vector in a plane is an eigenvector so that one can always

construct a mutually orthogonal set of eigenvectors for a symmetric matrix.

Generalizing Example A.7.2 above from 3 to n it may be concluded that any n by
n matrix of symmetric tensor components A has a representation in which the

eigenvalues lie along the diagonal of the matrix and the off-diagonal elements

are all zero. The last expression in (A.96) is a particular example of this when

n ¼ 3. If the symmetric tensor A has n eigenvalues li, then a quadratic form cmay

be formed from A and a vector n-tuple x, thus

c ¼ x � A � x ¼ liðxiÞ2: (A.102)

If all the eigenvalues of A are positive, this quadratic form is said to be positive
definite and

c ¼ x � A � x ¼ liðxiÞ2>0 for all x 6¼ 0: (A.103)

(If all the eigenvalues of A are negative the quadratic form is said to be negative
definite.) Transforming the tensor A to an arbitrary coordinate system the equation

(A.102) takes the form

c ¼ x � A � x ¼ Aijxixi>0 for all x 6¼ 0: (A.104)

A tensor A with the property (A.104), when it is used as the coefficients of a

quadratic form, is said to be positive definite. In the mechanics of materials there

are a number of tensors that are positive definite due to physics they represent. The

moment of inertia tensor is an example. Others will be encountered as material

coefficients in constitutive equations in Chap. 5.

Problems

A.7.1 Consider two three-dimensional coordinate systems. One coordinate system

is a right-handed coordinate system. The second coordinate system is

obtained from the first by reversing the direction of the first ordered base

vector and leaving the other two base vectors to be identical with those in the

first coordinate system. Show that the orthogonal transformation relating

these systems is given by

Q ¼
�1 0 0

0 1 0

0 0 1

2
4

3
5

and that its determinant is �1.

A.7.2 Construct the eigenvalues and the eigenvectors of the matrix T of tensor

components where
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T ¼ 1

2

13 3
ffiffiffi
3

p ffiffiffi
3

p
3

ffiffiffi
3

p
7 1ffiffiffi

3
p

1 8

2
4

3
5:

A.7.3 Construct the eigenvalues and the eigenvectors of the matrix A of tensor

components where

A ¼ 1

4

17 3
ffiffiffi
3

p
3

ffiffiffi
3

p
11

� �
:

A.7.4 Construct the eigenvalues and the eigenvectors of the matrix A of tensor

components where

A ¼ 1

3

13 2 4

2 10 2

4 2 13

2
4

3
5:

A.7.5 Construct the orthogonal transformation that carries the matrix B of Problem

A.7.3 into its diagonal form.

A.7.6 Construct the eigenvalues and the eigenvectors of the matrix A of tensor

components where

A ¼
6 0 0

0 6 0

0 0 6

2
4

3
5:

A.7.7 Construct the orthogonal transformation that carries the matrix A of Prob-

lem A.7.5 into its diagonal form.

A.7.8 Construct the eigenvalues and the eigenvectors of the matrix B of tensor

components where

B ¼ 1 2

1 1

� �
:

What is the angle between the two eigenvectors?

A.7.9 Show that the eigenvalues of the matrix H where

H ¼

1 2 3 4 5 6

2 7 8 9 10 11

3 8 12 13 14 15

4 9 13 16 17 18

5 10 14 17 19 20

6 11 15 18 20 21

2
6666664

3
7777775
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are 73.227, 2.018. 1.284, 0.602, 0.162, and �1.294.

A.7.10 Consider the components of the tensor T given in problem A.7.2 to be

relative to a (Latin) coordinate system and denote them by T(L). Trans-

form these components to a new coordinate system (the Greek) using the

transformation

Q ¼ 1

2

1
ffiffi
3
2

q ffiffi
3
2

q
� ffiffiffi

3
p

1ffiffi
2

p 1ffiffi
2

p

0 � ffiffiffi
2

p ffiffiffi
2

p

2
664

3
775:

A.7.11 Show that if a tensor is symmetric (skew-symmetric) in one coordinate

system, then it is symmetric (skew-symmetric) in all coordinate systems.

Specifically show that if A(L) ¼ (A(L))T, then A(G) ¼ (A(G))T.

A.8 The Alternator and Vector Cross Products

There is a strong emphasis on the indicial notation in this section. It is advised that

the definitions (in Sect. A.3) of free indices and summation indices be reviewed

carefully if one is not altogether comfortable with the indicial notation. It would

also be beneficial to redo some indicial notation problems.

The alternator in three dimensions is a three index numerical symbol that

encodes the permutations that one is taught to use expanding a determinant. Recall

the process of evaluating the determinant of the 3 by 3 matrix A,

DetA ¼ Det

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
64

3
75 ¼

A11 A12 A13

A21 A22 A23

A31 A32 A33

�������

�������
¼ A11A22A33 � A11A32A23 � A12A21A33 þ A12A31A23 þ A13A21A32 � A13A31A22:

(A.105)

The permutations that one is taught to use expanding a determinant are

permutations of a set of three objects. The alternator is denoted by eijk and defined

so that it takes on values +1, 0, or �1 according to the rule:

eijk �
þ1 if P is an even permuation

0 otherwise

�1 if P is an odd permuation

8<
:

9=
;;P � 1 2 3

i j k

� 	
(A.106)

where P is the permutation symbol on a set of three objects. The only +1 values of

eijk are e123, e231, and e312. It is easy to verify that 123, 231, and 312 are even
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permutations of 123. The only �1 values of eijk are e132, e321, and e213. It is easy to

verify that 132, 321, and 213 are odd permutations of 123. The other 21 components

of eijk are all zero because they are neither even nor odd permutations of 123 due to

the fact that one number (either 1, 2, or 3) occurs more than once in the indices (e.g.,

e122 ¼ 0 since 122 is not a permutation of 123). One mnemonic device for the even

permutations of 123 is to write 123123, then read the first set of three digits 123, the

second set 231, and the third set 312. The odd permutations may be read off 123123

also by reading from right to left rather than from left to right; reading from the right

(but recording them then from the left, as usual) the first set of three digits 321, the

second set 213, and the third set 132.

The alternator may now be employed to shorten the formula (A.105) for

calculating the determinant;

emnpDetA ¼ eijkAimAjnAkp ¼ eijkAmiAnjApk: (A.107)

This result may be verified by selecting the values of mnp to be 123, 231, 312,

132, 321, or 213, then performing the summation over the three indices i, j, and k
over 1, 2, and 3 as indicated on the right-hand side of (A.107). In each case the

result is the right-hand side of (A.105). It should be noted that (A.107) may be used

to show DetA ¼ DetAT.

The alternator may be used to express the fact that interchanging two rows or

two columns of a determinant changes the sign of the determinant,

emnpDetA ¼
A1m A1n A1p

A2m A2n A2p

A3m A3n A3p

������
������ ¼

Am1 Am2 Am3

An1 An2 An3

Ap1 Ap2 Ap3

������
������: (A.108)

Using the alternator again may combine these two representations:

eijkemnpDetA ¼
Aim Ain Aip

Ajm Ajn Ajp

Akm Akn Akp

������
������: (A.109)

In the special case when A ¼ 1 (Aij ¼ dij), an important identity relating the

alternator to the Kronecker delta is obtained:

eijkemnp ¼
dim din dip
djm djn djp
dkm dkn dkp

������
������: (A.110)

The following special cases of (A.110) provide three more very useful relations

between the alternator and the Kronecker delta:

emnkeijk ¼ dimdjn � djmdin; emjkeijk ¼ 2dim; eijkeijk ¼ 6: (A.111)
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The first of these relations is obtained by setting the indices p and k equal in

(A.110) and then expanding the determinant. The second is obtained from the first

by setting the indices n and j equal in first. The third is obtained from the second by

setting the indices i and m equal in second.

Example A.8.1

Derive the first of (A.111) from (A.110).

Solution: The first of (A.111) is obtained from (A.110) by setting the indices p and k
equal in (A.110) and then expanding the determinant:

eijkemnk ¼
dim din dik
djm djn djk
dkm dkn 3

������
������;

one finds that

eijkemnk ¼ 3dimdjn � dimdjkdkn � 3dindjm þ dindkmdjk þ dikdjmdkn � dikdkmdjn:

Carrying out the indicated summation over the index k in the expression above,

eijkemnk ¼ 3dimdjn � dimdjn � 3dindjm þ dindjm þ dindjm � dimdjn:

This is the desired result, the first of (A.111). □

Example A.8.2

Prove that Det(A�B) ¼ DetA DetB.

Solution: Replacing A in (A.107) by C and selecting the values of mnp to be 123,

then (A.107) becomes

DetC ¼ eijkCi1Cj2Ck3 ¼ eijkC1iC2jC3k:

Now C is replaced by the product A�B using

Ci1 ¼ AimBm1;Cj2 ¼ AjnBn2;Ck3 ¼ AkpBp3;

thus

DetA � B ¼ eijkAimBm1AjnBn2AkpBp3; or DetA � B ¼ ðeijkAimAjnAkpÞBm1Bn2Bp3;

where the order of the terms in the second sum has been rearranged from the first.

Comparison of the first four rearranged terms from the second sum with the right-

hand side of (A.107) shows that the first four terms in the sum on the right may

be replaced by emnpDetA; thus applying the first equation of this solution again with

C replaced by B, the desired result is obtained:
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DetA � B ¼ DetAemnpBm1Bn2Bp3 ¼ DetADetB: Æ

Consider now the question of the tensorial character of the alternator. Vectors

were shown to be characterized by symbols with one subscript, (second order)

tensors were shown to characterized by symbols with two subscripts; what is the

tensorial character of a symbol with three subscripts; is it a third order tensor?

Almost. Tensors are identified on the basis of their tensor transformation law.

Recall the tensor transformations laws (A.75) and (A.76) for a vector, (A.86) for

a second order tensor, and (A.87) for a tensor of order n. An equation that contains a
transformation law for the alternator is obtained from (A.107) by replacing A by the

orthogonal transformation Q given by (A.64) and changing the indices as follows:

m ! a, n ! b, p ! g, thus

eabgDetQ ¼ eijkQiaQjbQkg: (A.112)

This is an unusual transformation law because the determinant of an orthogonal

transformation Q is either +1 or �1. The expected transformation law, on the basis

of the tensor transformations laws (A.75) and (A.76) for a vector, (A.86) for a

second order tensor and (A.87) for a tensor of order n, is that DetQ ¼ +1. DetQ

¼ +1 occurs when the transformation is between coordinate systems of the same

handedness (right-handed to right-handed or left-handed to left-handed). Recall that

a right (left) hand coordinate system or orthonormal basis is one that obeys the right

(left) hand rule, that is to say if the curl of your fingers in your right (left) hand fist is

in the direction of rotation from the first ordered positive base vector into the second

ordered positive base vector, your extended thumb will point in the third ordered

positive base vector direction. DetQ ¼ �1 occurs when the transformation is

between coordinate systems of the opposite handedness (left to right or right to

left). Since handedness does not play a role in the transformation law for even order

tensors, this dependence on the sign of DetQ and therefore the relative handedness

of the coordinate systems for the alternator transformation law is unexpected.

The title to this section mentioned both the alternator and the vector cross

product. How are they connected? If you recall the definition of the vector cross

product a � b in terms of a determinant, the connection between the two is made,

a� b ¼
e1 e2 e3

a1 a2 a3

b1 b2 b3

�������

�������
¼ ða2b3 � b2a3Þe1 þ ða3b1 � b3a1Þe2 þ ða1b2 � b1a2Þe3:

(A.113)

In the indicial notation the vector cross product a � b is written in terms of an

alternator as

a� b ¼ eijkaibjek; (A.114)
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a result that may be verified by expanding it to show that it coincides with (A.113).

If c ¼ a � b denotes the result of the vector cross product, then from (A.114),

c ¼ eijkaibjek; ðck ¼ eijkaibjÞ: (A.115)

Is the vector c ¼ a � b a vector or a tensor? It is called a vector, but a second

order tensorial character is suggested by the fact that the components of a � b

coincide with the components of the skew-symmetric part of 2(a � b), see (A.32).

The answer is that the vector c ¼ a � b is unusual. Although it is, basically, a

second order tensor, it can be treated as a vector as long as the transformations are

between coordinate systems of the same handedness. In that case equation (A.113)

shows that the alternator transforms as a proper tensor of order three, thus there is

no ambiguity in the representation (A.114) for a � b. When students first learn

about the vector cross product they are admonished (generally without explanation)

to always use right handed coordinate systems. This handedness problem is the

reason for that admonishment. The “vector” that is the result of the cross product of

two vectors has names like “axial vector” or “pseudo vector” to indicate its special

character. Typical axial vectors are moments in mechanics and the vector curl

operator (Sect. A.11).

Example A.8.3

Prove that a � b ¼ �b � a.

Solution: In the formula (A.114) let i ! j and j ! i, thus

a� b ¼ ejikajbiek;

Next change ejik to �eijk and rearrange the order of aj and bi, then the result is

proved:

a� b ¼ �eijkbiajek ¼ �b� a: □

The scalar triple product of three vectors is a scalar formed from three vectors,

a�ðb� cÞ and the triple vector product is a vector formed from three vectors, (r �
(p � q)). An expression for the scalar triple product is obtained by taking the dot

product of the vector cwith the cross product in the representation (A.114) for a � b,

thus

c � ða� bÞ ¼ ejikajbick: (A.116)

From the properties of the alternator it follows that

c � ða� bÞ ¼ a � ðb� cÞ ¼ b � ðc� aÞ ¼ �a � ðc� bÞ ¼ �b � ða� cÞ ¼ �c � ðb� aÞ:
(A.117)
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If the three vectors a, b, and c coincide with the three nonparallel edges of a

parallelepiped, the scalar triple product a � ðb� cÞ is equal to the volume of the

parallelepiped. In the following example a useful vector identity for the triple vector

product (r � (p � q)) is derived.

Example A.8.4

Prove that (r � (p � q)) ¼ (r�q)p�(r�p)q.
Solution: First rewrite (A.114) with the change a ! r, and again with the changes

a ! p and b ! q, where b ¼ (p � q)

r� b ¼ eijkribjek; b ¼ p� q ¼ emnjpmqnej;

Note that the second of these formulas gives the components of b as

bj ¼ emnjpmqn:

This formula for the components of b is then substituted into the expression for

(r � b) ¼ (r � (p � q)) above, thus

r� ðp� qÞ ¼ eijkemnjripmqnek:

On the right-hand side of this expression for r� ðp� qÞ, eijk is now changed to

�eikj and the first of (A.111) is then employed,

r� ðp� qÞ ¼ �ðdimdkn � dindkmÞripmqnek:

then summing over k and i

r� ðp� qÞ ¼ ripkqiek � ripiqkek ¼ ðr � qÞp� ðr � pÞq: □

In the process of calculating area changes on surfaces of objects undergoing

large deformations, like rubber or soft tissue, certain identities that involve both

vectors and matrices are useful. Two of these identities are derived in the following

two examples.

Example A.8.5

Prove that A�a�(A�b � A�c) ¼ a·(b � c) DetA where A is a 3 by 3 matrix and a, b,

and c are vectors.

Solution: Noting the formula for the scalar triple product as a determinant

a � ðb� cÞ ¼
a1 a2 a3
b1 b2 b3
c1 c2 c3

������
������
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and the representation for the multiplication of A times a,

A � a ¼
A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5 a1

a2
a3

2
4

3
5 ¼

A11a1 þ A12a2 þ A13a3
A21a1 þ A22a2 þ A23a3
A31a1 þ A32a2 þ A33a3

2
4

3
5;

then

A � a � ðA � b�A � cÞ

¼ Det

A11a1 þ A12a2 þ A13a3 A21a1 þ A22a2 þ A23a3 A31a1 þ A32a2 þ A33a3

A11b1 þ A12b2 þ A13b3 A21b1 þ A22b2 þ A23b3 A31b1 þ A32b2 þ A33b3

A11c1 þ A12c2 þ A13c3 A21c1 þ A22c2 þ A23c3 A31c1 þ A32c2 þ A33c3

2
64

3
75:

Recalling from Example A.8.1 that Det(A�B) ¼ DetA DetB, it follows that the

previous determinant may be written as a product of determinants,

Det

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5Det

a1 b1 c1
a2 b2 c2
a3 b3 c3

2
4

3
5 ¼ a � ðb� cÞDetA;

which is the desired result. In the last step the fact that the determinant of the

transpose of a matrix is equal to the determinant of the matrix, DetA ¼ DetAT, was

employed. □

Example A.8.6

Prove vector identity (A�b � A�c)·A ¼ (b � c) DetA. where A is a 3 by 3 matrix

and b and c are vectors.

Solution: Recall the result of Example A8.5, namely that A�a·(A�b � A�c) ¼ a·(b �
c) DetA, and let a ¼ e1, then e2 and then e3 to obtain the following three scalar

equations:

A11w1 þ A21w2 þ A31w3 ¼ q1DetA

A12w1 þ A22w2 þ A32w3 ¼ q2DetA

A13w1 þ A23w2 þ A33w3 ¼ q3DetA

where w ¼ (A�b � A�c), q ¼ (b � c). These three equations many be recast in the

matrix notation,

A11 A21 A31

A12 A22 A32

A13 A23 A33

2
4

3
5 w1

w2

w3

2
4

3
5 ¼

q1
q2
q3

2
4

3
5DetA;
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or AT�w ¼ q DetA and since w ¼ (A�b � A�c), q ¼ (b � c),

ATðA � b� A � cÞ ¼ ðb� cÞDetA; or
ðA � b� A � cÞ � A ¼ ðb� cÞDetA; Æ

Problems

A.8.1. Find the cross products a � b and b � a of the two vectors a ¼ [1, 2, 3]

and b ¼ [4, 5, 6]. What is the relationship between a � b and b � a?

A.8.2. Show that if A is a skew-symmetric 3 by 3 matrix, A ¼ �AT, then

DetA ¼ 0.

A.8.3. Evaluate Det(a � b).

A.8.4. Show DetA ¼ DetAT.

A.8.5. Show DetQ ¼ �1 if QT�Q ¼ Q�QT ¼ 1.

A.8.6. Find the volume of the parallelepiped if the three nonparallel edges of a

parallelepiped coincide with the three vectors a, b, and cwhere a ¼ [1, 2, 3]

meters, b ¼ [1, �4, 6] meters and c ¼ [1, 1, 1] meters.

A.8.7. If v ¼ a � x and a is a constant vector, using the indicial notation, evaluate

the div v and the curl v.

A.9 The Moment of Inertia Tensor

The mass moment of inertia tensor illustrates many features of the previous sections

such as the tensor concept and definition, the open product of vectors, the use of unit

vectors and the significance of eigenvalues and eigenvectors. The mass moment of

inertia is second moment of mass with respect to an axis. The first and zeroth

moment of mass with respect to an axis is associated with the concepts of the center

of mass of the object and the mass of the object, respectively. Let dv represent the
differential volume of an object O. The volume of that object VO is then given by

VO ¼
ð
O

dv; (A.118)

and, if r(x1, x2, x3, t) ¼ r(x, t) is the density of the object O, then the massMO of O
is given by

MO ¼
ð
O

rðx; tÞ dv: (A.119)

The centroid xcentroid and the center of mass xcm of the object O are defined by

xcentroid ¼ 1

VO

ð
O

xdv; xcm ¼ 1

MO

ð
O

xrðx; tÞ dv (A.120)
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where x is a position vector locating the differential element of volume or mass with

respect to the origin. The power of x occurring in the integrand indicates the order

of the moment of the mass—it is to the zero power in the definition of the mass of

the object itself—and it is to the first order in the definition of the mass center. The

mass moment of inertia, which is the second moment of mass, arises as a convenient

definition that occurs in the development of the conservation of angular momentum

for an object as an integral of the moment of the linear momentum of an element of

mass, dm, over the object. The expression for the angular momentumH of an object

O as the integral over its volume of the cross product of the position vector x and

the linear momentum r _xdv ¼ _xdm of an element of mass dm, is given by

H ¼ Ð
O

x� r _xdv: (4.22, repeated)

If the object is instantaneously rotating about an axis with an angular velocity o
and the rotational velocity _x at the mass element, dm is given by

_x ¼ o� x:

Substitution of this expression for the velocity into (4.22, repeated), an alternate

expression for H is obtained,

H ¼
ð
O

x� ðo� xÞrdv: (A.121)

The integrand in this new representation forH can be expressed differently using

the vector identity r� ðp� qÞ ¼ ðr � qÞp� ðr � pÞq proved in Example A.8.4, thus

x� ðo� xÞ ¼ ðx � xÞo� ðx � oÞx:

Incorporating this expression into the integrand in (A.121) it is easily seen thatH

has the representation

H ¼ o �
ð
O

½ðx � xÞ1� ðx� xÞ�rdv: (A.122a)

This result is written more simply as

H ¼ I � o; (A.122b)

where the definition of the mass moment of inertia tensor,

I �
ð
O

½ðx � xÞ1� ðx� xÞ�rdv; (A.123)
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has been introduced; note that it is a symmetric tensor. The rotational kinetic energy

of the spinning object is then given by

Krot ¼ ð1=2Þo � I � o: (A.124)

A second perspective on the mass moment of inertia tensor, without the angular

momentum motivation, is the following: Let e represent the unit vector passing

through the origin of coordinates, then x�(x e)e is the perpendicular distance from

the e axis to the differential element of volume or mass at x (Fig. A.2). The second

or mass moment of inertia of the objectO about the axis e, a scalar, is denoted by Iee
and given by

Iee ¼
ð
O

ðx� ðx � eÞeÞ � ðx� ðx � eÞeÞrðx; tÞ dv: (A.125a)

This expression for Iee may be changed in algebraic form by noting first that

ðx� ðx � eÞeÞ � ðx� ðx � eÞeÞ ¼ x � x� ðx � eÞ2 and

thus, from A(108),

Iee ¼ e �
ð
O

fðx � xÞ1� ðx� xÞgrðx; tÞ dv
2
4

3
5 � e: (A.125b)

If the notation (A.123) for the mass moment of inertia tensor I is introduced,then

the representation for (A.125b) simplifies to

Iee ¼ e � I � e: (A.125c)

Fig. A.2 A diagram for the calculation of the mass moment of inertia of an object about the axis

characterized by the unit vector e; x is the vector from the origin O of coordinates to the element of

mass dm, x�(x�e)e is the perpendicular distance from the axis e to the element of mass dm
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In this section themassmoment of inertia I has been referred to as a tensor. A short

calculation will demonstrate that the terminology is correct. From (A.123) is easy

to see that I may be written relative to the Latin and Greek coordinate systems as

IðLÞ ¼
ð
O

fðxðLÞ � xðLÞÞ1� ðxðLÞ � xðLÞÞgrðxðLÞ; tÞ dv; (A.126a)

and

IðGÞ ¼
ð
O

fðxðGÞ � xðGÞÞ1� ðxðGÞ � xðGÞÞgrðxðGÞ; tÞ dv; (A.126b)

respectively. The transformation law for the open product of x with itself can be

calculated by twice using the transformation law for vectors (A.77) applied to x,

thus

xðLÞ � xðLÞ ¼ Q � xðGÞ �Q � xðGÞ ¼ Q � ðxðGÞ � xðGÞÞ �QT: (A.127)

The occurrence of the transpose in the last equality of the last equation may be

more easily perceived by recasting the expression in the indicial notation:

x
ðLÞ
i x

ðLÞ
j ¼ Qiax

ðGÞ
a Qjbx

ðGÞ
b ¼ Qiax

ðGÞ
a x

ðGÞ
b Qjb: (A.128)

Now, contracting the open product of vectors in (A.127) above to the scalar

product, it follows that since Q �QT ¼ QT �Q ¼ 1ðQiaQib ¼ dabÞ,

xðLÞ � xðLÞ ¼ xðGÞ � xðGÞ: (A.129)

Combining the results (A.127) and (A.129) it follows that the non-scalar

portions of the integrands in (A.126a) and (A.126b) are related by

fðxðLÞ � xðLÞÞ1� ðxðLÞ � xðLÞÞg ¼ Q � fðxðGÞ � xðGÞÞ1� ðxðGÞ � xðGÞÞg �QT:

Thus from this result and (A.126a) and (A.126b) the transformation law for

second order tensors is obtained,

IðLÞ ¼ Q � IðGÞ �QT; (A.130)

and it follows that tensor terminology is correct in describing the mass moment of

inertia.
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The matrix of tensor components of the moment of inertia tensor I in a three-

dimensional space is given by,

I ¼
I11 I12 I13
I12 I22 I23
I13 I23 I33

2
4

3
5; (A.131)

where the components are given by

I11 ¼
ð
O

ðx22 þ x23Þrðx; tÞ dv; I22 ¼
ð
O

ðx21 þ x23Þrðx; tÞ dv;

I33 ¼
ð
O

ðx22 þ x21Þrðx; tÞ dv; I12 ¼ �
ð
O

ðx1x2Þrðx; tÞ dv

I13 ¼ �
ð
O

ðx1x2Þrðx; tÞ dv; I23 ¼ �
ð
O

ðx2x3Þrðx; tÞ dv: (A.130)

Example A.9.1

Determine the mass moment of inertia of a rectangular prism of homogeneous

material of density r and side lengths a, b, and c about one corner. Select the

coordinate systems so that its origin is at one corner and let a, b, c represent the

distances along the x1, x2, x3 axes, respectively. Construct the matrix of tensor

components referred to this coordinate system.

Solution: The integrations (A.132) yield the following results:

I11 ¼
ð
O

ðx22 þ x23Þrðx; tÞ dv ¼ r
ð
O

ðx22 þ x23Þ dx1dx2dx3

¼ ar
ðb;c

0;0

ðx22 þ x23Þ dx2dx3 ¼
rabc
3

ðb2 þ c2Þ;

I22 ¼ rabc
3

ða2 þ c2Þ; I33 ¼ rabc
3

ða2 þ b2Þ;

I12 ¼ �
ð
O

ðx1x2Þrðx; tÞ dv ¼ �rc
ða:b

0;0

ðx1x2Þ dx1dx2 ¼ �rabc
4

ðabÞ

I13 ¼ �rabc
4

ðacÞ; I23 ¼ �rabc
4

ðbcÞ;
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thus

I ¼ rabc
12

4ðb2 þ c2Þ �3ab �3ac
�3ab 4ða2 þ c2Þ �3bc
�3ac �3bc 4ða2 þ b2Þ

2
4

3
5:

□

Example A.9.2

In the special case when the rectangular prism in Example A.9.1 is a cube, that is to

say a ¼ b ¼ c, find the eigenvalues and eigenvectors of the matrix of tensor

components referred to the coordinate system of the example. Then find the matrix

of tensor components referred to the principal, or eigenvector, coordinate system.

Solution: The matrix of tensor components referred to this coordinate system is

I ¼ MOa
2

12

8 �3 �3

�3 8 �3

�3 �3 8

2
4

3
5:

The eigenvalues of I are Moa
2/6, 11Moa

2/12, and 11Moa
2/12. The eigenvector

(1/√3)[1, 1, 1] is associated with the eigenvalue Moa
2/6. Due the multiplicity of

the eigenvalue 11Moa
2/12, any vector perpendicular to the first eigenvector (1/√3)

[1, 1, 1] is an eigenvector associated the multiple eigenvalue 11Moa
2/12. Thus

any mutually perpendicular unit vectors in the plane perpendicular to the first

eigenvector may be selected as the base vectors for the principal coordinate system.

The choice is arbitrary. In this example the two perpendicular unit vectors (1/√2)
[�1, 0, 1] and (1/√6)[1, �2, 1] are the eigenvectors associated with the multiple

eigenvalue 11Moa
2/12, but any perpendicular pair of vectors in the plane may be

selected. The orthogonal transformation that will transform the matrix of tensor

components referred to this coordinate system to the matrix of tensor components

referred to the principal, or eigenvector, coordinate system is then given by

Q ¼
1ffiffi
3

p 1ffiffi
3

p 1ffiffi
3

p

� 1ffiffi
2

p 0 1ffiffi
2

p
1ffiffi
6

p �2ffiffi
6

p 1ffiffi
6

p

2
64

3
75:

Applying this transformation produced the matrix of tensor components referred

to the principal, or eigenvector, coordinate system

Q � I �QT ¼ MOa
2

12

2 0 0

0 11 0

0 0 11

2
4

3
5: Æ
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Formulas for the mass moment of inertia of a thin plate of thickness t and a

homogeneous material of density r are obtained by specializing these results. Let

the plate be thin in the x3 direction and consider the plate to be so thin that terms of

the order t2 are negligible relative to the others, then the formulas (A.132) for the

components of the mass moment of inertia tensor are given by

I11 ¼ rt
ð
O

x22dx1dx2; I22 ¼ rt
ð
O

x21dx1dx2;

I33 ¼ rt
ð
O

ðx21 þ x22Þ dx1dx2:

I12 ¼ �rt
ð
O

ðx1x2Þ dx1dx2; I13 ¼ 0; I23 ¼ 0 (A.133)

When divided by rt these components of the mass moment of inertia of a thin

plate of thickness t are called the components of the area moment of inertia matrix,

IArea11 ¼ I11
rt

¼
ð
O

x22dx1dx2; IArea22 ¼ I22
rt

¼
ð
O

x21dx1dx2;

IArea33 ¼ I33
rt

¼
ð
O

ðx21 þ x22Þ dx1dx2;

IArea12 ¼ I12
rt

¼ �
ð
O

ðx1x2Þ dx1dx2; IArea13 ¼ 0; IArea23 ¼ 0: (A.134)

Example A.9.3
Determine the area moment of inertia of a thin rectangular plate of thickness t,
height h, and a width of base b, and a homogeneous material of density r. Specify
precisely where the origin of the coordinate system that you are using is located and

how the base vectors of that coordinate system are located relative to the sides of the

rectangular plate.

Solution: The coordinate system that makes this problem easy is one that passes

through the centroid of the rectangle and has axes that are parallel to the sides of the

rectangle. If the base b is parallel to the x1 axis and height h is parallel to the x2 axis
then the integrations (A.134) yield the following results:

IArea11 ¼ bh3

12
; IArea22 ¼ hb3

12
; IArea33 ¼ bh

12
ðb2 þ h2Þ; IArea12 ¼ 0; IArea13 ¼ 0; IArea23 ¼ 0: Æ

Example A.9.4

Determine the area moments and product of inertia of a thin right-triangular plate of

thickness t, height h, and a width of base b, and a homogeneous material of density r.
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Let the base b be along the x1 axis and the height h be along the x2 axis and the sloping
face of the triangle have end points at (b, 0) and (0, h). Determine the area moments

and product of inertia of the right-triangular plate relative to this coordinate system.

Construct the matrix of tensor components referred to this coordinate system.

Solution: The integrations (A.134) yield the following results:

IArea11 ¼
ð
O

x22dx1dx2 ¼
ðh

0

b 1� x2
h


 �
x22dx2 ¼

bh3

12
; IArea22 ¼ hb3

12

IArea12 ¼ �
ð
O

ðx1x2Þ dx1dx2 ¼ � 1

2

� �ðh

0

b2 1� x2
h


 �2

x2dx2 ¼ � b2h2

24

� �
;

thus the matrix to tensor components referred to this coordinate system is

IArea ¼ bh

24

2h2 �bh
�hb 2b2

� �
: Æ

Example A.9.5

In the special case when the triangle in Example A.9.4 is an isosceles triangle, that

is to say b ¼ h, find the eigenvalues and eigenvectors of the matrix of tensor

components referred to the coordinate system of the example. Then find the matrix

of tensor components referred to the principal, or eigenvector, coordinate system.

Solution: The matrix of tensor components referred to this coordinate system is

IArea ¼ bh

24

2h2 �bh
�hb 2b2

� �
:

The eigenvalues of I are h4/8 and h4/24. The eigenvector (1/√2)[1, �1] is

associated with the eigenvalue h4/8 and the eigenvector (1/√2)[1, 1] is associated
with the eigenvalue h4/24. The orthogonal transformation that will transform the

matrix of tensor components referred to this coordinate system to the matrix of

tensor components referred to the principal, or eigenvector, coordinate system is

then given by

Q ¼ 1ffiffiffi
2

p 1 1

�1 1

� �
:

Applying this transformation produced the matrix of tensor components referred

to the principal, or eigenvector, coordinate system
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Q � IArea �QT ¼ h4

24

1 0

0 3

� �
: Æ

The parallel axis theorem for the moment of inertia matrix I is derived by

considering the mass moment of inertia of the object O about two parallel axes,

Iee about e and Ie0e0 about e
0. Ie0e0 is given by

Ie0e0 ¼ e0 � I0 � e0; (A.135)

where the moment of inertia matrix I0 is given by

I0 ¼
ð
O

fðx0 � x0Þ1� ðx0 � x0Þgrðx0; tÞ dv0: (A.136)

Let d be a vector perpendicular to both e and e0 and equal in magnitude to the

perpendicular distance between e and e0, thus x0 ¼ x þ d, e·d ¼ 0, and e0·d ¼ 0.

Substituting x0 ¼ x þ d in I0, it follows that

I0 ¼
ð
O

fðx � xþ d � dþ 2x � dÞ1grðx; tÞ dv

�
ð
O

fðx� xþ d� dþ d� xþ x� dÞgrðx; tÞ dv (A.137)

or if (A.137) is rewritten so that the constant vector d is outside the integral signs,

I0 ¼ 1

ð
O

fðx � xÞrðx; tÞ dvþ 1ðd � dÞ
ð
O

rðx; tÞ dvþ 1 2d �
ð
O

x

0
@

1
Arðx; tÞ dv

�
ð
O

fðx� xÞrðx; tÞ dv� ðd� dÞ
ð
O

rðx; tÞ dv� d�
ð
O

xrðx; tÞ dv�
ð
O

xrðx; tÞ dv
0
@

1
A� d

then recalling the definitions (A.119) of the massMO of O and (A.120) of the center

of mass xcm of the object O, this result simplifies to

I0 ¼ Iþ fðd � dÞ1� ðd� dÞgMO þ 2MO1ðxcm � dÞ �MOðd� xcm þ xcm � dÞ:
(A.138)

Thus, when the origin of coordinates is taken at the center of the mass, it follows

that xcm ¼ 0 and

I0 ¼ Icm þ fðd � dÞ1� ðd� dÞgMO: (A.139)
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In the special case of the area moment of inertia this formula becomes

I0 ¼ Icentroid þ fðd � dÞ1� ðd� dÞgA; (A.140)

where the I are now the area moments of inertia and the mass of the object MO has

been replaced by the area of the thin plate A.

Example A.9.6

Consider again the rectangular prism of Example A.9.1. Determine the mass

moment of inertia tensor of that prism about its centroid or center of mass.

Solution: The desired result, the mass moment of inertia about the centroidal axes is

the Icm in (A.139) and the moment of inertia about the corner, I0, is the result

calculated in Example A.9.1,

I0 ¼ rabc
12

4ðb2 þ c2Þ �3ab �3ac
�3ab 4ða2 þ c2Þ �3bc
�3ac �3bc 4ða2 þ b2Þ

2
4

3
5:

The formula (A.139) is then written in the form

Icm ¼ I0 � fðd � dÞ1� ðd� dÞgMO;

where Mo ¼ rabs. The vector d is a vector from the centroid to the corner,

d ¼ � 1

2

� �
ðae1 þ be2 þ ce3Þ:

Substituting I0 and the formula for d into the equation for I above, it follows that the

mass moment of inertia of the rectangular prism relative to its centroid is given by

Icm ¼ rabc
12

ðb2 þ c2Þ 0 0

0 ða2 þ c2Þ 0

0 0 ða2 þ b2Þ

2
4

3
5: Æ

Example A.9.7

Consider again the thin right-triangular plate of Example A.9.4. Determine the area

moment of inertia tensor of that right-triangular plate about its centroid.

Solution: The desired result, the area moment of inertia about the centroidal axes is

the IAreacentroid in (A.140) and the moment of inertia, I
0
Area, about the corner is the result

calculated in Example A.9.4,

I
0
Area ¼

bh

24

2h2 �bh
�hb 2b2

� �
:
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The formula (A.139) is then written in the form

IAreacentroid ¼ I
0
Area � fðd � dÞ1� ðd� dÞgA;

where 2A ¼ b □.

The vector d is a vector from the centroid to the corner,

d ¼ � 1

3

� �
ðbe1 þ he2Þ:

Substituting I0 and the formula for d into the equation for Icentroid above, it

follows that the mass moment of inertia of the rectangular prism relative to its

centroid is given by

IAreacentroid ¼
bh

72

2h2 bh
hb 2b2

� �
:

□

Problems

A.9.1 Find the center of mass of a set of four masses. The form masses and their

locations are mass 1 (2 kg) at (3,�1), mass 2 (4 kg) at (4, 4), mass 3 (5 kg) at

(�4, 4), mass 4 (1 kg) at (�3, �1).

A.9.2 Under what conditions does the center of mass of an object coincide with the

centroid?

A.9.3 Find the centroid of a cylinder of length L with a semicircular cross-section

of radius R.
A.9.4 Find the center of mass of a cylinder of length L with a semicircular cross-

section of radius R (R < 2L) if the density varies in according to the rule

r ¼ ro(1 þ c(x2)
2). The coordinate system for the cylinder has been

selected so that x3 is along its length L, x2 is across its smallest dimension

(0 	 x2 	 R) and x1 is along its intermediate dimension (�R 	 x1 	 R).
A.9.5 Show that the moment of inertia matrix I is symmetric.

A.9.6 Develop the formulas for the mass moment of inertia of a thin plate of

thickness t and a homogeneous material of density r. Illustrate these

specialized formulas by determining the mass moment of inertia of a thin

rectangular plate of thickness t, height h, and a width of base b, and a

homogeneous material of density r. Specify precisely where the origin of

the coordinate system that you are using is located and how the base vectors

of that coordinate system are located relative to the sides of the rectangular

plate.

A.9.7 In Example A.9.2 the occurrence of a multiple eigenvalue (7ra3/12) made

any vector perpendicular to the first eigenvector e1 ¼ (1/√3)[1, 1, 1] an

eigenvector associated the multiple eigenvalue 7ra3/12. In Example A.9.2

the two perpendicular unit vectors e2 ¼ (1/√2)[�1, 0, 1] and e3 ¼ (1/√6)
[1, �2, 1] were selected as the eigenvectors associated with the multiple
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eigenvalue 7ra3/12, but any two perpendicular vectors in the plane could

have been selected. Select two other eigenvectors in the plane and show that

these two eigenvectors are given by eII ¼ cosg e2 þ sing e3 and eIII ¼
�sing e2 þ cosg e3. Let R be the orthogonal transformation between these

Latin and Greek systems,

R ¼
1 0 0

0 cos g sin g
0 � sin g cos g

2
4

3
5:

Show that when the Greek coordinate system is used rather than the Latin

one, the coordinate transformation that diagonalizes the I matrix is Q�R
rather than Q. Show that both R�Q and Q transform the I matrix into the

coordinate system in which it is diagonal,

Q � I �QT ¼ R �Q � I �QT � RT ¼ ra3

12

4 0 0

0 7 0

0 0 7

2
4

3
5: Æ

A.10 Connection to Mohr’s Circles

The material in the section before last, namely the transformation law (A.83) for

tensorial components and the eigenvalue problem for linear transformations, is

presented in standard textbooks on the mechanics of materials in a more elementary

fashion. In those presentations the second order tensor is taken to be the stress

tensor and a geometric analog calculator is used for the transformation law (A.83)

for tensorial components in two dimensions, and for the solution of the eigenvalue

problem in two dimensions. The geometric analog calculator is called the Mohr

circle. A discussion of the connection is included to aid in placing the material just

presented in perspective.

The special case of the first transformation law from (A.83), TðLÞ ¼ Q � TðGÞ

�QT , is rewritten in two dimensions (n ¼ 2) in the form s0 ¼ Q�s�QT; thus,

T
(L) ¼ s0 and T

(G) ¼ s, where the matrix of stress tensor components s, the
matrix of transformed stress tensor components s0, and the orthogonal transforma-

tion Q representing the rotation of the Cartesian axes are given by

s ¼ sx txy
txy sy

� �
; s0 ¼ sx0 tx0y0

tx0y0 sy0

� �
;Q ¼ cos y � sin y

sin y cos y

� �
: (A.141)

Expansion of the matrix equation s0 ¼ Q�s�QT,

s0 ¼ sx0 tx0y0
tx0y0 sy0

� �
¼ cos y � sin y

sin y cos y

� �
sx txy
txy sy

� �
cos y sin y
� sin y cos y

� �
; (A.142)
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and subsequent use of the double angle trigonometric formulas sin 2y ¼ 2 sin y
cos y and cos 2y ¼ cos2 y � sin2 y yield the following:

sx0 ¼ ð1=2Þðsx þ syÞ þ ð1=2Þðsx � syÞ cos 2yþ txy sin 2y

sy0 ¼ ð1=2Þðsx þ syÞ � ð1=2Þðsx � syÞ cos 2y� txy sin 2y;

tx0y0 ¼ �ð1=2Þðsx � syÞ sin 2yþ txy cos 2y: (A.143)

These are formulas for the stresses sx0, sy0, and tx0y0 as functions of the stresses
sx, sy and txy, and the angle 2y. Note that the sum of the first two equations in

(A.143) yields the following expression, which is defined as 2C,

2C � sx0 þ sy0 ¼ sx þ sy: (A.144)

The fact that sx0 þ sy0 ¼ sx þ sy is a repetition of the result (A.90) concerning

the invariance of the trace of a tensor, the first invariant of a tensor, under change of

basis. Next consider the following set of equations in which the first is the first of

(A.143) incorporating the definition (A.144) and transposing the term involving C
to the other side of the equal sign, and the second equation is the third of (A.143):

sx0 � C ¼ ð1=2Þðsx � syÞ cos 2yþ txy sin 2y;

tx0y0 ¼ �ð1=2Þðsx � syÞ sin 2yþ txy cos 2y:

If these equations are now squared and added we find that

ðsx0 � CÞ2 þ ðtx0y0 Þ2 ¼ R2 (A.145)

where,

R2 � ð1=4Þðsx � syÞ2 þ ðtxyÞ2: (A.146)

Equation (A.145) is the equation for a circle of radius R centered at the point

sx0 ¼ C, tx0y0 ¼ 0. The circle is illustrated in Fig. A.3.

The points on the circle represent all possible values of sx0, sy0 and tx0y0; they are
determined by the values of C and R, which are, in turn, determined by sx, sy, and
txy. The eigenvalues of the matrix s are the values of the normal stress sx0 when the
circle crosses the sx0 axis. These are given by the numbers C þ R and C�R, as may

be seen from Fig. A.3. Thus Mohr’s circle is a graphical analog calculator for the

eigenvalues of the two-dimensional second order tensor s, as well as a graphical

analog calculator for the equation s0 ¼ Q�s�QT representing the transformation of

components. The maximum shear stress is simply the radius of the circle R, an
important graphical result that is readable from Fig. A.3.

As a graphical calculation device, Mohr’s circles may be extended to three

dimensions, but the graphical calculation is much more difficult than doing the
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calculation on a computer so it is no longer done. An illustration of three-

dimensional Mohr’s circles is shown in Fig. A.4. The shaded region represents

the set of points that are possible stress values. The three points where the circles

intersect the axis correspond to the three eigenvalues of the three-dimensional stress

tensor and the radius of the largest circle is the magnitude of the largest shear stress.

Fig. A.4 Mohr’s circles in

three dimensions

Fig. A.3 An illustration of

Mohr’s circle for a state of

stress
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Problems

A.10.1 Construct the two-dimensional Mohr’s circle for the matrix A given in

problem A.7.3.

A.10.2 Construct the three-dimensional Mohr’s circles for the matrix T given in

problem A.7.2.

A.11 Special Vectors and Tensors in Six Dimensions

The fact that the components of a second order tensor in n dimensions can be

represented as an n-by-n square matrix allows the powerful algebra of matrices to

be used in the analysis of second order tensor components. In general this use of the

powerful algebra of matrices is not possible for tensors of other orders. For example

in the case of the third order tensor with components Aijk one could imagine a

generalization of a matrix from an array with rows and columns to one with rows,

columns and a depth dimension to handle the information of the third index. This

would be like an n-by-n-by-n cube sub-partitioned into n3 cells that would each

contains an entry similar to the entry at a row/column position in a matrix. Modern

symbolic algebra programs might be extended to handle these n-by-n-by-n cubes

and to represent them graphically. By extension of this idea, fourth order tensors

would require an n-by-n-by-n-by-n hypercube with no possibility of graphical

representation. Fortunately for certain fourth order tensors (a case of special interest

in continuum mechanics) there is a way to again employ the matrix algebra of n-by-
n square matrices in the representation of tensor components. The purposes of this

section it to explain how this is done.

The developments in this text will frequently concern the relationship between

symmetric second order tensors in three dimensions. The symmetric second order

tensors of interest will include stress and stress rate and strain and strain rate, among

others. The most general form of a linear relationship between second order tensors

in three dimensions involves a three-dimensional fourth order tensor. In general the

introduction of tensors of order higher than two involves considerable additional

notation. However, since the interest here is only in three-dimensional fourth order

tensors that relate three-dimensional symmetric second order tensors, a simple

notational scheme can be introduced. The basis of the scheme is to consider a

three-dimensional symmetric second order tensor also as a six-dimensional vector,

and then three-dimensional fourth order tensors may be associated with second

order tensors in a space of six dimensions. When this association is made, all of the

algebraic machinery associated with the linear transformations and second order

tensors is available for the three-dimensional fourth order tensors.

The first point to be made is that symmetric second order tensors in three

dimensions may also be considered as vectors in a six-dimensional space. The

one-to-one connection between the components of the symmetric second order

tensors T and the six-dimensional vector T̂ is described as follows. The definition of
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a second order tensor in a space of three dimensions T is a special case of (A.80)

written in the form

T ¼ Tijei � ej ¼ Tabea � eb (A.147)

or, executing the summation in the Latin system,

T ¼ T11e1 � e1 þ T22e2 � e2 þ T33e3 � e3 þ T23ðe2 � e3 þ e3 � e2Þ
þ T13ðe1 � e3 þ e3 � e1Þ þ T12ðe1 � e2 þ e2 � e1Þ: (A.148)

If a new set of base vectors defined by

ê1 ¼ e1 � e1; ê2 ¼ e2 � e2; ê3 ¼ e3 � e3; ê4 ¼ 1ffiffiffi
2

p ðe2 � e3 þ e3 � e2Þ

ê5 ¼ 1ffiffiffi
2

p ðe1 � e3 þ e3 � e1Þ; ê6 ¼ 1ffiffiffi
2

p ðe1 � e2 þ e2 � e1Þ
(A.149)

is introduced as well as a new set of tensor components defined by

T̂1 ¼ T11; T̂2 ¼ T22; T̂3 ¼ T33; T̂4 ¼
ffiffiffi
2

p
T23; T̂5 ¼

ffiffiffi
2

p
T13; T̂6 ¼

ffiffiffi
2

p
T12; (A.150)

then (A.148) may be rewritten as

T̂ ¼ T̂1ê1 þ T̂2ê2 þ T̂3ê3 þ T̂4ê4 þ T̂5ê5 þ T̂6ê6; (A.151)

or

T̂ ¼ T̂iêi ¼ T̂aêa; (A.152)

which is the definition of a vector in six dimensions. This establishes the one-to-one

connection between the components of the symmetric second order tensors T and

the six-dimensional vector T̂.

The second point to be made is that fourth order tensors in three dimensions, with

certain symmetries,may also beconsideredas secondorder tensors in a six-dimensional

space.Theone-to-one connectionbetween thecomponents of the fourth order tensors in

three dimensionsC and the second order tensors in six dimensions vector Ĉ is described

as follows. Consider next a fourth order tensor c in three dimensions defined by

C ¼ Cijkmei � ej � ek � em ¼ Cabgdea � eb � eg � ed; (A.153)

and having symmetry in its first and second pair of indices, Cijkm ¼ Cjikm and

Cijkm ¼ Cijmk, but not another symmetry in its indices; in particular Cijkm is not
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equal to Ckmij, in general. The results of interest are for fourth order tensors in three

dimensions with these particular symmetries because it is these fourth order tensors

that linearly relate two symmetric second order tensors in three dimensions. Due to

the special indicial symmetries just described, the change of basis (A.149) may be

introduced in (A.153) and may be rewritten as

Ĉ ¼ Ĉijêi � êj ¼ Ĉabêa � êb; (A.154)

where the 36 components of cijkm, the fourth order tensor in three dimensions (with

the symmetries cijkm ¼ cjikm and cijkm ¼ cijmk) are related to the 36 components of

ĉij, the second order tensor in six dimensions by

ĉ11 ¼ c1111; ĉ22 ¼ c2222; ĉ33 ¼ c3333; ĉ23 ¼ c2233; ĉ32 ¼ c3322;

ĉ13 ¼ c1133; ĉ31 ¼ c3311; ĉ12 ¼ c1122; ĉ21 ¼ c2211;

ĉ44 ¼ 2c2323; ĉ55 ¼ 2c1313; ĉ66 ¼ 2c1212; ĉ45 ¼ 2c2313; ĉ54 ¼ 2c1323;

ĉ46 ¼ 2c2312; ĉ64 ¼ 2c1223; ĉ56 ¼ 2c1312; ĉ65 ¼ 2c1213;

ĉ41 ¼
ffiffiffi
2

p
c2311; ĉ14 ¼

ffiffiffi
2

p
c1123; ĉ51 ¼

ffiffiffi
2

p
c1311; ĉ15 ¼

ffiffiffi
2

p
c1113;

ĉ61 ¼
ffiffiffi
2

p
c1211; ĉ16 ¼

ffiffiffi
2

p
c1112; ĉ42 ¼

ffiffiffi
2

p
c2322; ĉ24 ¼

ffiffiffi
2

p
c2223;

ĉ52 ¼
ffiffiffi
2

p
c1322; ĉ25 ¼

ffiffiffi
2

p
c2213; ĉ62 ¼

ffiffiffi
2

p
c1222; ĉ26 ¼

ffiffiffi
2

p
c2212;

ĉ43 ¼
ffiffiffi
2

p
c2333; ĉ34 ¼

ffiffiffi
2

p
c3323; ĉ53 ¼

ffiffiffi
2

p
c1333; ĉ35 ¼

ffiffiffi
2

p
c3313; :

ĉ63 ¼
ffiffiffi
2

p
c1233; ĉ36 ¼

ffiffiffi
2

p
c3312:

(A.155)

Using the symmetry of the second order tensors, T ¼ TT and J ¼ JT, as well as

the two indicial symmetries of cijkm, the linear relationship between T and J,

Tij ¼ CijkmJkm; (A.156)

may be expanded to read

T11 ¼ c1111J11 þ c1122J22 þ c1133J33 þ 2c1123J23 þ 2c1113J13 þ 2c1112J12;

T22 ¼ c2211J11 þ c2222J22 þ c2233J33 þ 2c2223J23 þ 2c2213J13 þ 2c2212J12;

T33 ¼ c3311J11 þ c3322J22 þ c3333J33 þ 2c3323J23 þ 2c3313J13 þ 2c3312J12;

T23 ¼ c2311J11 þ c2322J22 þ c2333J33 þ 2c2323J23 þ 2c2313J13 þ 2c2312J12

T13 ¼ c1311J11 þ c1322J22 þ c1333J33 þ 2c1323J23 þ 2c1313J13 þ 2c1312J12;

T12 ¼ c1211J11 þ c1222J22 þ c1233J33 þ 2c1223J23 þ 2c1213J13 þ 2c1212J12:

(A.157)
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The corresponding linear relationship between T̂ and Ĵ,

T̂i ¼ ĉijĴj; (A.158)

may be expanded to read

T̂1 ¼ ĉ11Ĵ1 þ ĉ12Ĵ2 þ ĉ13Ĵ3 þ ĉ14Ĵ4 þ ĉ15Ĵ5 þ ĉ16Ĵ6;

T̂2 ¼ ĉ21Ĵ1 þ ĉ22Ĵ2 þ ĉ23Ĵ3 þ ĉ24Ĵ4 þ ĉ25Ĵ5 þ ĉ26Ĵ6;

T̂3 ¼ ĉ31Ĵ1 þ ĉ32Ĵ2 þ ĉ33Ĵ3 þ ĉ34Ĵ4 þ ĉ35Ĵ5 þ ĉ36Ĵ6;

T̂4 ¼ ĉ41Ĵ1 þ ĉ42Ĵ2 þ ĉ43Ĵ3 þ ĉ44Ĵ4 þ ĉ45Ĵ5 þ ĉ46Ĵ6;

T̂5 ¼ ĉ51Ĵ1 þ ĉ52Ĵ2 þ ĉ53Ĵ3 þ ĉ54Ĵ4 þ ĉ55Ĵ5 þ ĉ56Ĵ6;

T̂6 ¼ ĉ61Ĵ1 þ ĉ62Ĵ2 þ ĉ63Ĵ3 þ ĉ64Ĵ4 þ ĉ65Ĵ5 þ ĉ66Ĵ6: (A.159)

The advantage to the notation (A.158) or (A.159) as opposed to the notation

(A.156) or (A.157) is that there is no matrix representation of (A.156) or (A.157)

that retains the tensorial character while there is a simple, direct, and familiar

tensorial representation of (A.158) or (A.159). The equations (A.158) or (A.159)

may be written in matrix notation as the linear transformation

T̂ ¼ Ĉ � Ĵ: (A.160)

Recalling the rule for the transformation for the components of vectors in a

coordinate transformation, (A.73), the transformation rule for T̂ or Ĵmay be written

down by inspection,

Ĵ
ðLÞ ¼ Q̂ � ĴðGÞ and Ĵ

ðGÞ ¼ Q̂
T � ĴðLÞ: (A.161)

Furthermore, using the result (A.77), the second order tensor Ĉ in the space of six

dimensions transforms according to the rule

Ĉ
ðLÞ ¼ Q̂ � ĈðGÞ � Q̂T

and Ĉ
ðGÞ ¼ Q̂

T � ĈðLÞ � Q̂: (A.162)

In short, the second order tensor Ĉ in the space of six dimensions may be treated

exactly like a second order tensor in the space of three dimensions as far as the usual

tensorial operations are concerned.

The relationship between components of the second order tensor in three

dimensions and the vector in 6 dimensions contained in (A.150) may be written

in n-tuple notation for T and J (T̂ and Ĵ),
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T̂ ¼ ½T̂1; T̂2; T̂3; T̂4; T̂5; T̂6�T ¼ T11; T22; T33;
ffiffiffi
2

p
T23;

ffiffiffi
2

p
T13;

ffiffiffi
2

p
T12

h iT
;

Ĵ ¼ ½Ĵ1; Ĵ2; Ĵ3; Ĵ4; Ĵ5; Ĵ6�T ¼ J11; J22; J33;
ffiffiffi
2

p
J23;

ffiffiffi
2

p
J13;

ffiffiffi
2

p
J12

h iT
: (A.163)

These formulas permit the conversion of three-dimensional second order tensor

components directly to six-dimensional vector components and vice versa. The √2
factor that multiplies the last three components of the definition of the six-dimensional

vector representation of the three-dimensional second order tensor, (A.150), assures

the scalar product of the two six-dimensional vectors is equal to the trace of the

product of the corresponding second order tensors,

T̂ � Ĵ ¼ T : J: (A.164)

The colon or double dot notation between the two second order tensors

illustrated in (A.164) is an extension of the single dot notation between the

matrices, A�B, and indicates that one index from A and one index from B are to

be summed over; the double dot notation between the matrices, A:B, indicates that

both indices of A are to be summed with different indices from B. As the notation

above indicates, the effect is the same as the trace of the product, A:B ¼ tr(A�B).
Note that A:B ¼ AT:BT and AT:B ¼ A:BT but that A:B 6¼ AT:B in general. This

notation is applicable for square matrices in any dimensional space.

The vector Û ¼ ½1; 1; 1; 0; 0; 0�T is introduced to be the six-dimensional vector

representation of the three-dimensional unit tensor 1. It is important to note that

the symbol Û is distinct from the unit tensor in six dimensions that is denoted by 1̂.

Note that Û � Û ¼ 3, Û � T̂ ¼ trT and, using (A.164), it is easy to verify that T̂ � Û ¼
T : 1 ¼ trT. The matrix Ĉ dotted with Û yields a vector in six dimensions

Ĉ � Û ¼

ĉ11 þ ĉ12 þ ĉ13
ĉ21 þ ĉ22 þ ĉ23
ĉ31 þ ĉ32 þ ĉ33
ĉ41 þ ĉ42 þ ĉ43
ĉ51 þ ĉ52 þ ĉ53
ĉ61 þ ĉ62 þ ĉ63

2
6666664

3
7777775
; (A.165)

and, dotting again with Û, a scalar is obtained:

Û � Ĉ � Û ¼ ĉ11 þ ĉ12 þ ĉ13 þ ĉ21 þ ĉ22 þ ĉ23 þ ĉ31 þ ĉ32 þ ĉ33: (A.166)

The transformations rules (A.161) and (A.162) for the vector and second order

tensors in six dimensions involve the six-dimensional orthogonal tensor transfor-

mation Q̂. The tensor components of Q̂ are given in terms of Q by
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Q̂ ¼

Q̂1I Q̂1II Q̂1III Q̂1IV Q̂1V Q̂1VI

Q̂2I Q̂2II Q̂2III Q̂2IV Q̂2V Q̂2VI

Q̂3I Q̂3II Q̂3III Q̂3IV Q̂3V Q̂3VI

Q̂4I Q̂4II Q̂4III Q̂4IV Q̂4V Q̂4VI

Q̂5I Q̂5II Q̂5III Q̂5IV Q̂5V Q̂5VI

Q̂6I Q̂6II Q̂6III Q̂6IV Q̂6V Q̂6VI

2
6666666664

3
7777777775

¼

Q2
1I Q2

1II Q2
1III

ffiffiffi
2

p
Q1IIQ1III

ffiffiffi
2

p
Q1IQ1III

ffiffiffi
2

p
Q1IQ1II

Q2
2I Q2

2II Q2
2III

ffiffiffi
2

p
Q2IIQ2III

ffiffiffi
2

p
Q2IQ2III

ffiffiffi
2

p
Q2IQ2II

Q2
3I Q2

3II Q2
3III

ffiffiffi
2

p
Q3IIQ3III

ffiffiffi
2

p
Q3IQ3III

ffiffiffi
2

p
Q3IQ3IIffiffiffi

2
p

Q2IQ3I

ffiffiffi
2

p
Q2IIQ3II

ffiffiffi
2

p
Q2IIIQ3III Q2IIQ3III þ Q3IIQ2III Q2IQ3III þ Q3IQ2III Q2IQ3II þ Q3IQ2IIffiffiffi

2
p

Q1IQ3I

ffiffiffi
2

p
Q1IIQ3II

ffiffiffi
2

p
Q1IIIQ3III Q1IIQ3III þ Q3IIQ1III Q1IQ3III þ Q3IQ1III Q1IQ3II þ Q3IQ1IIffiffiffi

2
p

Q1IQ2I

ffiffiffi
2

p
Q1IIQ2II

ffiffiffi
2

p
Q1IIIQ2III Q1IIQ2III þ Q2IIQ1III Q1IQ2III þ Q2IQ1III Q1IQ2II þ Q1IIQ2I

2
6666666664

3
7777777775

(A.167)

To see that Q̂ is an orthogonal matrix in six dimensions requires some algebraic

manipulation. The proof rests on the orthogonality of the three-dimensional Q:

Q �QT ¼ QT �Q ¼ 1;) Q̂ � Q̂T ¼ Q̂
T � Q̂ ¼ 1̂: (A.168)

In the special case when Q is given by

Q ¼
cos a � sin a 0

sin a cos a 0

0 0 1

2
4

3
5; (A.169)

Q̂ has the representation

Q̂ ¼

cos2 a sin2 a 0 0 0 � ffiffiffi
2

p
cos a sin a

sin2 a cos2 a 0 0 0
ffiffiffi
2

p
cos a sin a

0 0 1 0 0 0

0 0 0 cos a sin a 0

0 0 0 � sin a cos a 0ffiffiffi
2

p
cos a sin a � ffiffiffi

2
p

cos a sin a 0 0 0 cos2 a� sin2a

2
6666664

3
7777775

(A.170)

It should be noted that while it is always possible to find Q̂ given Q by use of

(A.167), it is not possible to determine Q unambiguously given Q̂. Although Q̂ is

uniquely determined by Q, the reverse process of finding a Q given Q̂ is not unique

in that there will be a choice of sign necessary in the reverse process. To see this

nonuniqueness note that bothQ ¼ 1 andQ ¼ �1 correspond to Q̂ ¼ 1̂. There are 9

components of Q that satisfy 6 conditions given by (A.168)1. There are therefore

only three independent components of Q. However, there are 36 components of Q̂

that satisfy the 21 conditions given by (A.168)2 and hence 15 independent
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components of Q̂ . Thus, while (A.167) uniquely determines Q̂ given Q, the

components of Q̂ must be considerably restricted in order to determine Q given

Q̂, and selections of signs must be made.

Problems

A.11.1 Construct the six-dimensional vector T̂ that corresponds to the three-

dimensional tensor T given by

T ¼ 1

2

13 3
ffiffiffi
3

p ffiffiffi
3

p
3

ffiffiffi
3

p
7 1ffiffiffi

3
p

1 8

2
4

3
5:

A.11.2 Prove that the relationship T̂ � Ĵ ¼ T : J (A.164) is correct by substitution

of components.

A.11.3 Construct the six-dimensional orthogonal transformation Q̂ that

corresponds to the three-dimensional orthogonal transformation Q where

Q ¼
cosc 0 � sinc
0 1 0

sinc 0 cosc

2
4

3
5:

A.11.4 Construct the six-dimensional orthogonal transformation Q̂ that corresponds

to the three-dimensional orthogonal transformationQ where

Q ¼ 1

2

1
ffiffi
3
2

q ffiffi
3
2

q
� ffiffiffi

3
p

1ffiffi
2

p 1ffiffi
2

p

0 � ffiffiffi
2

p ffiffiffi
2

p

2
664

3
775:

A.12 The Gradient Operator and the Divergence Theorem

The vectors and tensors introduced are all considered as functions of coordinate

positions x1, x2, x3, and time t. In the case of a vector or tensor this dependence is

written r(x1, x2, x3, t) or T(x1, x2, x3, t), which means that each element of the vector

r or the tensor T is a function of x1, x2, x3, and t,. The gradient operator is denoted by
D and defined, in three dimensions, by

r ¼ @

@x1
e1 þ @

@x2
e2 þ @

@x3
e3: (A.171)
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This operator is called a vector operator because it increases the tensorial order

of the quantity operated upon by one. For example, the gradient of a scalar function

f(x1, x2, x3, t) is a vector given by

rf ðx1; x2; x3; tÞ ¼ @f

@x1
e1 þ @f

@x2
e2 þ @f

@x3
e3: (A.172)

To verify that the gradient operator transforms as a vector consider the operator

in both the Latin and Greek coordinate systems,

rðLÞf ðxðLÞ; tÞ ¼ @f

@xi
ei and rðGÞf ðxðGÞ; tÞ ¼ @f

@xa
ea; (A.173)

respectively, and note that, by the chain rule of partial differentiation,

@f

@xi
¼ @f

@xa

@xa
@xi

: (A.174)

Now since, from (A.77), xðGÞ ¼ QT � xðLÞ, or index notation xa ¼ Qiaxi it follows

that Qia ¼ @xa
@xi

and, from (A.174),
@f

@xi
¼ Qia

@f

@xa
or

rðLÞf ðxðLÞ; tÞ ¼ Q � rðGÞf ðxðGÞ; tÞ: (A.175)

This shows that the gradient is a vector operator because it transforms like a

vector under changes of coordinate systems.

The gradient of a vector function r (x1, x2, x3, t) is a second order tensor given by

r� rðx1; x2; x3; tÞ ¼ @rj
@xi

ei � ej; (A.176)

where

½r � r�T ¼ @ri
@xj

� �
¼

@r1
@x1

@r1
@x2

@r1
@x3

@r2
@x1

@r2
@x2

@r2
@x3

@r3
@x1

@r3
@x2

@r3
@x3

2
666664

3
777775
: (A.177)

As this example suggests, when the gradient operator is applied, the tensorial order

of the quantity operated upon it increases by one. The matrix that is the open product

of the gradient and r is arranged in (A.177) so that the derivative is in the first (or row)

position and the vector r is in the second (or column) position. The divergence

operator is a combination of the gradient operator and a contraction operation that

results in the reduction of the order of the quantity operated upon to one lower than it
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was before the operation. For example the trace of the gradient of a vector function is

a scalar called the divergence of the vector, tr[D � r] ¼ D�r ¼ div r,

r � r ¼ div r ¼ @r1
@x1

þ @r2
@x2

þ @r3
@x3

: (A.178)

The divergence operation is similar to the scalar product of two vectors in that

the effect of the operation is to reduce the order of the quantity by two from the sum

of the ranks of the combined quantities before the operation. The curl operation is

the gradient operator cross product with a vector function r(x1, x2, x3, t), thus

r� r ¼ curl r ¼
e1 e2 e3
@
@x1

@
@x2

@
@x3

r1 r2 r3

������
������: (A.179)

A three-dimensional double gradient tensor defined byO ¼ r � r (trO ¼ r2)

and its six-dimensional vector counterpart Ô (Ô � Û ¼ trO ¼ r2) are often conve-

nient notations to employ. The components of Ô are

Ô ¼ @2

@x21
;
@2

@x22
;
@2

@x23
;

ffiffiffi
2

p @2

@x2@x3
;

ffiffiffi
2

p @2

@x1@x3
;

ffiffiffi
2

p @2

@x1@x2

� �T
; (A.180)

and the operation of Ô on a six-dimensional vector representation of a second order

tensor in three dimensions, Ô � T̂ ¼ trO � T, is given by

Ô � T̂ ¼ @2T11
@x21

þ @2T22
@x22

þ @2T33
@x23

þ 2
@2T23
@x2@x3

þ 2
@2T13
@x1@x3

þ 2
@2T12
@x1@x2

: (A.181)

The divergence of a second order tensor T is defined in a similar fashion to the

divergence of a vector; it is a vector given by

r � Tðx1; x2; x3; tÞ ¼ @T11
@x1

þ @T12
@x2

þ @T13
@x3

� �
e1 þ @T21

@x1
þ @T22

@x2
þ @T23

@x3

� �
e2

þ @T31
@x1

þ @T32
@x2

þ @T33
@x3

� �
e3:

(A.182)

The divergence theorem (also called Gauss’ theorem, Green’s theorem or

Ostrogradsky’s theorem, depending on the nationality) relates a volume integral

to a surface integral over the volume. The divergence of a vector field r(x1, x2, x3, t)
integrated over a volume of space is equal to the integral of the projection of the

field r(x1, x2, x3, t) on the normal to the boundary of the region, evaluated on the

boundary of the region, and integrated over the entire boundary
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ð
R

r � rdv ¼
ð
@R

r � ndA; (A.183)

where r represents any vector field, R is a region of three-dimensional space and ∂R
is the entire boundary of that region (see Fig. A.5). There are some mathematical

restrictions on the validity of (A.183). The vector field r(x1, x2, x3, t) must be

defined and continuously differentiable in the region R. The region R is subject to

mathematical restrictions, but any region of interest satisfies these restrictions. For

the second order tensor the divergence theorem takes the form

ð
R

r � Tdv ¼
ð
@R

T � ndA: (A.184)

To show that this version of the theorem is also true if (A.183) is true, the

constant vector c is introduced and used with the tensor field T(x1, x2, x3, t) to form a

vector function field r(x1, x2, x3, t), thus

r ¼ c � Tðx1; x2; x3; tÞ: (A.185)

Substitution of (A.185) into (A.183) for r yields

ð
R

r � ðc � TÞ dv ¼
ð
@R

c � T � ndA; (A.186)

and, since c is a constant vector, (A.186) may be rewritten as

c �
ð
R

r � ðTÞ dv�
ð
@R

T � ndA
8<
:

9=
; ¼ 0: (A.187)

Fig. A.5 An illustration of the geometric elements appearing in the divergence theorem
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This result must hold for all constant vectors c, and the divergence theorem for

the second order tensor, (A.184), follows.

Stokes theorem relates line integrals to surface integrals,

ð
A

r� v � dA ¼
þ
@A

v � dx; (A.188)

specifically, it relates the surface integral of the curl of a vector field v over a surface

A in Euclidean three-space to the line integral of the vector field over its boundary,

@A. The closed curve of the line integral on @Amust have positive orientation, such

that dx points counterclockwise when the surface normal to @A points toward the

viewer, following the right-hand rule. Note that if v is the gradient of a scalar

function f, v ¼ rf, then (A.188) reduces to

0 ¼
þ
@A

v � dx; (A.189)

for all closed paths sincer�rf ¼ 0, that is to say that the curl of the gradient is

zero. It follows that when the vector field v satisfies the condition all closed paths, it

may be represented as the gradient of a potential, v ¼ rf. From (A.179) one can

see that r� v ¼ 0 implies the three conditions

@v1
@x2

¼ @v2
@x1

;
@v1
@x3

¼ @v3
@x1

;
@v3
@x2

¼ @v2
@x3

or
@vi
@xj

¼ @vj
@xi

; (A.190)

which are the conditions that insure that v � dx be an exact differential. Note that

these there conditions are equivalent to the requirement that the tensor r� v be

symmetric,

r� v ¼ ðr � vÞT: (A.191)

We return to this topic in the next section where exact differentials are

considered.

Problems

A.12.1 Calculate the gradient of the function f ¼ (x1)
2(x2)

2(x3)
3 and evaluate the

gradient at the point (1, 2, 3).

A.12.2 Calculate the gradient of a vector function r (x1, x2, x3) ¼ [(x1)
2(x2)

2,

x1x2, (x3)
2].

A.12.3 Calculate the divergence of a vector function r (x1, x2, x3) ¼ [(x1)
2(x2)

2,

x1x2, (x3)
2].

A.12.4 Calculate the curl of a vector function r (x1, x2, x3) ¼ [(x1)
2(x2)

2, x1x2,
(x3)

2].
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A.12.5 Calculate the gradient of a vector function r(x1, x2, x3) ¼ [(x2)
2 þ (x3)

2,

(x1)
2 þ (x3)

2, (x1)
2 þ (x2)

2].

A.12.6 Calculate the divergence of a vector function r(x1, x2, x3) ¼ [(x2)
2 þ

(x3)
2, (x1)

2 þ (x3)
2, (x1)

2 þ (x2)
2].

A.12.7 Calculate the curl of a vector function r(x1, x2, x3) ¼ [(x2)
2 þ (x3)

2,

(x1)
2 þ (x3)

2, (x1)
2 þ (x2)

2].

A.12.8 Calculate the divergence of a vector function r(x1, x2, x3) ¼ a � x, where

a is a constant vector.

A.12.9 If v ¼ a � x and a is a constant vector, using the indicial notation,

evaluate the div v and the curl v.

A.12.10 Express the integral over a closed surface S,
Ð rðx � xÞ � ndS, in terms of

the total volume V enclosed by the surface S.

A.13 The Index Notation: Review and Summary

The purpose of this section is to gather together most of the results of the previous

sections of this appendix relating to the indicial notation and its use. The important

concepts and definitions associated with the indicial notation were presented in the

earlier sections of this appendix in the places where they were necessary for the

logical development of those subjects, a process which left the material relative to

the indicial notation distributed amongst many locations. This section contains

nothing new other than the gathering together of these results related to the indicial

notation as well as the problems related to additional notation culled from the

earlier text. The subsection titles below are the important concepts associated with

the indicial notation.

The Kronecker Delta

A special symbol, the Kronecker delta dij, is introduced to represent the

components of the unit matrix. When the indices are equal, i ¼ j, the value of the
Kronecker delta is one, d11 ¼ d22 ¼ . . . ¼ dnn ¼ 1 and when they are unequal,

i 6¼ j, the value of the Kronecker delta is zero, d12 ¼ d21 ¼ . . . ¼ dn1 ¼ d1n ¼ 0.

The Einstein Summation Convention

The product of two square matrices, A and B, with equal numbers of rows

(columns) is a square matrix with the same number of rows (columns). The matrix

product is written as A�B where A�B is defined by
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ðA � BÞij ¼
Xk¼n

k¼1

AikBkj; (A.20)

thus, for example, the element in the rth row and cth column of the product A�B is

given by

ðA � BÞrc ¼ Ar1B1c þ Ar2B2c þ � � � þ ArnBnc:

The widely used notational convention, called the Einstein summation conven-
tion, allows one to simplify the notation by dropping the summation symbol in

(A.20) so that

ðA � BÞij ¼ AikBkj; (A.21)

where the convention is the understanding that the repeated index, in this case k, is
to be summed over its range of the admissible values from 1 to n. For n ¼ 6, the

range of admissible values is 1–6, including 2, 3, 4, and 5. The two k indices are the
summation or dummy indices; note that the implied summation is unchanged if both

of the k’s are replaced by any other letter of the alphabet.

The Summation Index and Summands

A summation index is defined as an index that occurs in a summand twice and only

twice. Note that summands are terms in equations separated from each other by

plus, minus, or equal signs. The existence of summation indices in a summand

requires that the summand be summed with respect to those indices over the entire

range of admissible values. Note again that the summation index is only a means of

stating that a term must be summed, and the letter used for this index is immaterial,

thus AimBmj has the same meaning as AikBkj or AkBk.

The Free Index

The other indices in the formula (A.21), the i and j indices, are called free indices.

A free index is free to take on any one of the admissible values in its range from 1 to n.
For example if n were 3, the free index could be 1, 2, or 3. A free index is formally

defined as an index that occurs once and only once in every summand of an equation.

The total number of equations that may be represented by an equation with one free

index is the range of the admissible values. Thus the equation (A.21) represents

n2 separate equations. For two 2 by 2 matrices A and B, the product is written as
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A � B ¼ A11 A12

A21 A22

� �
B11 B12

B21 B22

� �
¼ A11B11 þ A12B21 A11B12 þ A12B22

A21B11 þ A22B21 A21B12 þ A22B22

� �
;

(A.22)

where, in this case, the products (A.20) and (A.21) stand for the n2 ¼ 22 ¼ 4

separate equations, the right-hand sides of which are the four elements of the last

matrix in (A.22).

The Matrix Transpose Indicial Notation

The dot between the matrix product A�B indicates that one index from A and one

index from B is to be summed over. The positioning of the summation index on the

two matrices involved in a matrix product is critical and is reflected in the matrix

notation by the transpose of the matrix. In the three equations below, (A.21), study

carefully how the positions of the summation indices within the summation sign

change in relation to the position of the transpose on the matrices in the associated

matrix product:

ðA � BTÞij ¼ AikBjk; ðAT � BÞij ¼ AkiBkj; ðAT � BTÞij ¼ AkiBjk: (A.23)

The Linear Transformation

A system of linear equations representing a linear transformation,

r1 ¼ A11t1 þ A12t2 þ � � � þ A1ntn;

r2 ¼ A21t1 þ A22t2 þ � � � þ A2ntn;

� � �
rn ¼ An1t1 þ An2t2 þ � � � þ Anntn (A.36)

may be contracted horizontally using the summation symbol, thus

r1 ¼ A1ktk;

r2 ¼ A2ktk;

. . .

rn ¼ Anktk: (A.37)
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Introduction of the free index convention condenses this system of equations

vertically,

ri ¼ Aiktk: (A.38)

This result may also be represented in the matrix notation as a combination of n-

tuples, r and t, and a square matrix A,

r ¼ A � t; (A.39)

where the dot between A and t indicates that the summation is with respect to one

index of A and one index of t.

The Composition of Linear Transformations

The composition of linear transformations is again a linear transformation. Consider

the linear transformation t ¼ B�u, u ! t (meaning u is transformed into t) which is

combined with the linear transformation (A.39) r ¼ A�t, t ! r to transform u ! r,

thus r ¼ A�B�u, and if we letC � A�B, then r ¼ C�u. The result of the composition

of the two linear transformations, r ¼ A�t and t ¼ B�u, is then a new linear

transformation r ¼ C�u where the square matrix C is given by the matrix product

A�B. To verify that it is, in fact, a matrix multiplication, the composition of

transformations is done again in the indicial notation. The transformation t ¼ B�u
in the indicial notation,

tk ¼ Bkmum; (A.42)

is substituted into r ¼ A�t in the indicial notation (A.38),

ri ¼ AikBkmum; (A.43)

which may be rewritten as

ri ¼ Cimum; (A.44)

where C is defined by:

Cim ¼ AikBkm: (A.45)

Comparison of (A.45) with (A.20) shows thatC is the matrix product ofA and B,

C ¼ A�B. The calculation from (A.42) to (A.45) may be repeated using the Einstein

summation convention.
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Orthogonal Transformations

The matrix Q ¼ [Qia] characterizing the change from the Latin orthonormal basis

ei in an N-dimensional vector space to the Greek basis ea (or vice versa) is a special

type of linear transformation called an orthogonal transformation. Taking the scalar

product of ei with ej where ei and ej both have the representation (A.62),

ei ¼ Qiaea and ej ¼ Qjbeb: (A.66)

it follows that

ei � ej ¼ dij ¼ QiaQjbea � eb ¼ QiaQjbdab ¼ QiaQja: (A.67)

There are a number of steps in the calculation (A.67) that should be considered

carefully. First, the condition of orthonormality of the bases has been used twice, ei
�ej ¼ dij and ea � eb ¼ dab. Second, the transition from the term before the last equal

sign to the term after that sign is characterized by a change from a double sum to a

single sum over n and the loss of the Kronecker delta dab. This occurs because the sum
over b in the double sum is always zero except in the special case when a ¼ b due to

the presence of the Kronecker delta dab. Third, a comparison of the last term in (A.67)

with the definition of matrix product (A.20) suggests that it is a matrix product of Q

with itself. However, a careful comparison of the last term in (A.67) with the definition

of matrix product (A.20) shows that the summation is over a different index in the

second element of the product. In order for the last term in (A.67) to represent a matrix

product, the a index should appear as the first subscripted index rather than the second.
However, this a indexmay be relocated in the secondmatrix by using the transposition

operation. Thus the last term in equation (A.67) is the matrix product ofQwithQT as

may be seen from the first of equations (A.18). Thus, since the matrix of Kronecker

delta components is the unit matrix 1, it has been shown that

1 ¼ Q �QT: (A.68)

A transformation Q satisfying (A.68) is to be an orthogonal transformation, its
inverse is equal to its transpose, Q�1 ¼ QT.

Proof of Invariance for the Trace of a Matrix

As an example of the invariance with respect to basis, this property will be derived

for IA ¼ tr A. Let T ¼ A in (A.86), then set the indices k ¼ m and sum from one to

n over the index k, thus

Akk ¼ TabQkaQkb ¼ Aabdab ¼ Aaa: (A.88)
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The transition across the second equal sign is a simple rearrangement of terms.

The transition across the second equal sign is based on the condition

QkaQkb ¼ dab (A.89)

which is an alternate form of (A.68), a form equivalent toQT�Q ¼ 1. The transition

across the fourth equal sign employs the definition of the Kronecker delta and the

summation over b. The result is that the trace of the matrix of second order tensor

components relative to any basis is the same number,

Akk ¼ Aaa: (A.90)

The Alternator and the Permutation Symbol

The alternator is denoted by eijk and defined so that it takes on values +1, 0, or �1

according to the rule:

eijk �
þ1 if P is an even permuation

0 otherwise

�1 if P is an odd permuation

8<
:

9=
;;P � 1 2 3

i j k

� 	
; (A.106)

where P is the permutation symbol on a set of three objects. The only +1 values of

eijk are e123, e231, and e312. It is easy to verify that 123, 231, and 312 are even

permutations of 123. The only �1 values of eijk are e132, e321, and e213. It is easy to

verify that 132, 321, and 213 are odd permutations of 123. The other 21 components

of eijk are all zero because they are neither even nor odd permutations of 123 due to

the fact that one number (either 1, 2, or 3) occurs more than once in the indices (e.g.,

e122 ¼ 0 since 122 is not a permutation of 123). One mnemonic device for the even

permutations of 123 is to write 123123, then read the first set of three digits 123, the

second set 231, and the third set 312. The odd permutations may be read off 123123

also by reading from right to left rather than from left to right; reading from the right

(but recording them then from the left, as usual) the first set of three digits 321, the

second set 213, and the third set 132.

The Alternator and Determinants

The alternator may now be employed to shorten the formula (A.105) for calculating

the determinant;

emnpDetA ¼ eijkAimAjnAkp ¼ eijkAmiAnjApk: (A.107)
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This result may be verified by selecting the values of mnp to be 123, 231, 312,

132, 321, or 213, then performing the summation over the three indices i, j, and k
over 1, 2, and 3 as indicated on the right-hand side of (A.107). In each case the

result is the right-hand side of (A.105). It should be noted that (A.107) may be used

to show DetA ¼ DetAT.

The alternator may be used to express the fact that interchanging two rows or

two columns of a determinant changes the sign of the determinant,

emnpDetA ¼
A1m A1n A1p

A2m A2n A2p

A3m A3n A3p

������
������ ¼

Am1 Am2 Am3

An1 An2 An3

Ap1 Ap2 Ap3

������
������: (A.108)

Using the alternator again may combine these two representations:

eijkemnpDetA ¼
Aim Ain Aip

Ajm Ajn Ajp

Akm Akn Akp

������
������: (A.109)

An Important Identity

In the special case when A ¼ 1 (Aij ¼ dij), an important identity relating the

alternator to the Kronecker delta is obtained using (A.109):

eijkemnp ¼
dim din dip
djm djn djp
dkn dkn dkp

������
������: (A.110)

The following special cases of (A.110) provide three more very useful relations

between the alternator and the Kronecker delta:

emnkeijk ¼ dimdjn � djmdin; emjkeijk ¼ 2dim; eijkeijk ¼ 6: (A.111)

The first of these relations is obtained by setting the indices p and k equal in

(A.110) and then expanding the determinant. The second is obtained from the first

by setting the indices n and j equal in the first. The third is obtained from the second

by setting the indices i and m equal in the second.

Example A.8.1

Derive the first of (A.111) from (A.110).

Solution: The first of (A.111) is obtained from (A.110) by setting the indices p and k
equal in (A.110) and then expanding the determinant:
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eijkemnk ¼
dim din dik
djm djn djk
dkm dkn 3

������
������;

one finds that

eijkemnk ¼ 3dimdjn � dimdjkdkn � 3dindjm þ dindkmdjk þ dikdjmdkn � dikdkmdjn:

Carrying out the indicated summation over the index k in the expression above,

eijkemnk ¼ 3dimdjn � dimdjn � 3dindjm þ dindjm þ dindjm � dimdjn:

This is the desired result, the first of (A.111). □

Example A.8.2

Prove that Det(A�B) ¼ DetA DetB.

Solution: Replacing A in (A.107) by C and selecting the values of mnp to be 123,

then (A.107) becomes

DetC ¼ eijkCi1Cj2Ck3 ¼ eijkC1iC2jC3k:

Now C is replaced by the product A�B using

Ci1 ¼ AimBm1;Cj2 ¼ AjnBn2;Ck3 ¼ AkpBp3;

thus

DetA � B ¼ eijkAimBm1AjnBn2AkpBp3; or DetA � B ¼ ðeijkAimAjnAkpÞBm1Bn2Bp3;

where the order of the terms in the second sum has been rearranged from the first.

Comparison of the first four rearranged terms from the second sum with the right-

hand side of (A.107) shows that the first four terms in the sum on the right may be

replaced by emnpDetA; thus applying the first equation of this solution again with C

replaced by B, the desired result is obtained:

DetA � B ¼ DetAemnpBm1Bn2Bp3 ¼ DetADetB: Æ

The Tensorial Character of the Alternator

Vectors were shown to be characterized by symbols with one subscript, (second

rank) tensors were shown to be characterized by symbols with two subscripts; what

A13 The Index Notation: Review and Summary 405



is the tensorial character of a symbol with three subscripts; is it a third order tensor?

Almost. Tensors are identified on the basis of their tensor transformation law.

Recall the tensor transformations laws (A.75) and (A.76) for a vector, (A.86) for

a second order tensor and (A.87) for a tensor of order n. An equation that contains a
transformation law for the alternator is obtained from (A.107) by replacing A by the

orthogonal transformation Q given by (A.64) and changing the indices as follows:

m ! a, n ! b, p ! g, thus

eabgDetQ ¼ eijkQiaQjaQkg: (A.112)

This is an unusual transformation law because the determinant of an orthogonal

transformation Q is either +1 or �1. The expected transformation law, on the basis

of the tensor transformation laws (A.75) and (A.76) for a vector, (A.86) for a second

order tensor and (A.87) for a tensor of order n, is that DetQ ¼ +1. DetQ ¼ +1

occurs when the transformation is between coordinate systems of the same hand-

edness (right handed to right handed or left handed to left handed). Recall that a

right (left) hand coordinate system or orthonormal basis is one that obeys the right

(left) hand rule, that is to say if the curl of your fingers in your right (left) hand fist is

in the direction of rotation from the first ordered positive base vector into the second

ordered positive base vector, your extended thumb will point in the third ordered

positive base vector direction. DetQ ¼ �1 occurs when the transformation is

between coordinate systems of the opposite handedness (left to right or right to

left). Since handedness does not play a role in the transformation law for even order

tensors, this dependence on the sign of DetQ and therefore the relative handedness

of the coordinate systems for the alternator transformation law, is unexpected.

The Cross Product of Vectors

In the indicial notation the vector cross product a � b is written in terms of an

alternator as

a� b ¼ eijkaibjek; (A.114)

a result that may be verified by expanding it to show that it coincides with (A.113).

If c ¼ a � b denotes the result of the vector cross product, then from (A.114),

c ¼ eijkaibjek; ðck ¼ eijkaibjÞ: (A.115)

Example A.8.3

Prove that a � b ¼ �b � a.

Solution: In the formula (A.114) let i ! j and j ! i, thus
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a� b ¼ ejikajbiek;

Next change ejik to �eijk and rearrange the order of aj and bi, then the result is

proved:

a� b ¼ �eijkbiajek ¼ �b� a: Æ

Scalar Triple Product of Three Vectors

The scalar triple product of three vectors is a scalar formed from three vectors, a�
ðb� cÞ and the triple vector product is a vector formed from three vectors, (r � (p

� q)). An expression for the scalar triple product is obtained by taking the dot

product of the vector c with the cross product in the representation (A.114) for

a � b, thus

c � ða� bÞ ¼ ejikajbick: (A.116)

From the properties of the alternator it follows that

c � ða� bÞ ¼ a � ðb� cÞ ¼ b � ðc� aÞ ¼ �a � ðc� bÞ ¼ �b � ða� cÞ
¼ �c � ðb� aÞ: (A.117)

If the three vectors a, b, and c coincide with the three nonparallel edges of

a parallelepiped, the scalar triple product a � ðb� cÞ is equal to the volume of the

parallelepiped. In the following example a useful vector identity for the triple vector

product (r � (p � q)) is derived.

Example A.8.4

Prove that (r � (p � q)) ¼ (r�q)p�(r�p)q.
Solution: First rewrite (A.114) with the change a ! r, and again with the changes

a ! p and b ! q, where b ¼ (p � q)

r� b ¼ eijkribjek; b ¼ p� q ¼ emnjpmqnej;

Note that the second of these formulas gives the components of b as

bj ¼ emnjpmqn:

This formula for the components of b is then substituted into the expression for

(r � b) ¼ (r � (p � q)) above, thus

r� ðp� qÞ ¼ eijkemnjripmqnek:
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On the right-hand side of this expression for r � ðp� qÞ, eijk is now changed to

�eikj and the first of (A.111) is then employed,

r� ðp� qÞ ¼ �ðdimdkn � dindkmÞripmqnek;

then summing over k and I,

r� ðp� qÞ ¼ ripkqiek � ripiqkek ¼ ðr � qÞp� ðr � pÞq: Æ

Problems

A.3.1 Simplify the following expression by using the Einstein summation index

convention for a range of three:

0 ¼ r1w1 þ r2w2 þ r3w3;

c ¼ ðu1v1 þ u2v2 þ u3v3Þðu1v1 þ u2v2 þ u3v3Þ;
f ¼ A11x

2
1 þ A22x

2
2 þ A33x

2
3 þ A12x1x2 þ A21x1x2 þ A13x1x3 þ A31x1x3

þ A23x3x2 þ A32x3x2:

A.3.3 Prove that @xi
@xj

¼ dij.

A.3.9 Show that (A�B)T ¼ BT�AT.

A.5.8 If F is a square matrix and a is an n-tuple, show that aT�FT ¼ F�a.
A.8.2 Show that if A is a skew-symmetric 3 by 3 matrix, A ¼ �AT, then

DetA ¼ 0.

A.8.3 Evaluate Det(a � b).

A.8.4 Show DetA ¼ DetAT.

A.12.9 If v ¼ a � x and a is a constant vector, using the indicial notation,

evaluate the div v and the curl v.

A.14 Exact Differentials

In one dimension a differential dq ¼ f(x) dx is always exact and, in two dimensions,

in order that a differential dq ¼ a�dx be an exact differential in a simply-connected

2D region R of the x1, x2 plane, it is necessary and sufficient that between a1 and a2
there exists the relation

@a1
@x2

¼ @a2
@x1

: (A.192)

(Note that the notation often used for this result is dq ¼ M(x, y) dx þ N(x, y) dy

leading to the condition @M
@y ¼ @N

@x ). Continuing now with the considerations
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associated with Stokes theorem at the end of the section before last, in three

dimensions, a differential dq ¼ v�dx is an exact differential in a simply-connected

3D region R of the x1, x2, x3 space if between the functions v1, v2, and v3 there exist
the relations (A.190) or (A.192). If dq ¼ v�dx is an exact differential in a simply-

connected 3D space, then from (A.189) the integral about any closed path in the

space is zero, and furthermore it follows that when the vector field v satisfies the

condition (A.189) all closed paths, it may be represented as the gradient of a

potential, v ¼ rf.
Having now built the idea of an exact differential from one to three dimensions,

we now extend it to six dimensions and the consideration a 6D work differential

dW ¼ T̂ � dÊ: (A.193)

In Chap. 6 it is shown that, in order that no work can be extracted from an elastic

material in a closed path, it is necessary for the work done in all closed paths to be

zero,
Þ
T̂ � dÊ ¼ 0: (6.14H repeated)

Thus the 6D work differential (A.193) is an exact differential for an elastic

material. The conditions parallel to those in 3D, namely (A.190) and (A.191) are

that r̂Ê � T̂ be symmetric,

@T̂i

@Êj

¼ @T̂j

@Êi

; (A.194)

or

r̂Ê � T̂ ¼ ðr̂Ê � T̂ÞT; (A.195)

respectively. The parallel to the existence of a potential in 3D is the strain energy U
defined by (6.25H) and related to the stress and strain by (6.26H).

Problem

14.1 The conditions for an exact differential are (A.192) in 2D, (A.190) or (A.191)

in 3D, and (A.194) or (A.195) in 6D. What are the conditions for an

exact differential in 4D if the differential is denoted by dq ¼ a�dx,
dq ¼ a1dx1 þ a2dx2 þ a3dx3 þ a4dx4?

A.15 Tensor Components in Cylindrical Coordinates

In several places use is made of cylindrical coordinates in the solutions to

problems in this text. The base vectors in curvilinear coordinates are not generally

unit vectors nor do they have the same dimensions. However local Cartesian
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coordinates called physical components of the tensors may be constructed if the

curvilinear coordinate system is orthogonal. Below, the standard formulas used in

this text for cylindrical coordinates are recorded. In the case when cylindrical

coordinates are employed, the vectors and tensors introduced are all considered as

functions of the coordinate positions r, y, and z in place of the Cartesian

coordinates x1, x2, and x3. In the case of a vector or tensor this dependence is

written v(r, y, z, t) or T(r, y, z, t), which means that each element of the vector v or

the tensor T is a function of r, y, z, and t. The gradient operator is denoted by D
and defined, in three dimensions, by

r ¼ @

@r
er þ 1

r

@

@y
ey þ @

@z
ez; (A.196)

where er, ey, and ez are the unit base vectors in the cylindrical coordinate system.

The gradient of a scalar function f(x1, x2, x3, t) is a vector given by

rf ¼ @f

@r
er þ 1

r

@f

@y
ey þ @f

@z
ez: (A.197)

The gradient of a vector function v(r, y, z, t) is given by

r� v½ �T ¼

@vr
@r

1

r

@vr
@y

@vr
@z

@vy
@r

1

r

@vy
@y

@vy
@z

@vz
@r

1

r

@vz
@y

@vz
@z

2
6666664

3
7777775
: (A.198)

The formula for the divergence of the vector v in cylindrical coordinates is

obtained by taking the trace of (A.198), tr[D � v] ¼ D�v ¼ div v. The curl is the

gradient operator cross product with a vector function v(r, y, z, t), thus

r� v ¼ curlv ¼
er ey ez

@

@r

@

@y
@

@z
vr rvy vz

2
664

3
775: (A.199)

The form of the double gradient three-dimensional second order tensor defined

by O ¼ r � r (trO ¼ r2) and its six-dimensional vector counterpart ÔðÔ � Û
¼ trO ¼ r2Þ have the following cylindrical coordinate representations:
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O ¼ ½r �r� ¼

1

r

@

@r
r
@

@r

� �
1

r

@2

@r@y
@2

@r@z

1

r

@2

@r@y
1

r2
@2

@y2
1

r

@2

@z@y

@2

@r@z

1

r

@2

@z@y
@2

@z2

2
666666664

3
777777775
; (A.200)

and

Ô ¼ 1

r

@

@r
r
@

@r

� �
;
1

r2
@2

@y2
;
@2

@z2
;

ffiffiffi
2

p 1

r

@2

@z@y
;

ffiffiffi
2

p @2

@r@z
;

ffiffiffi
2

p 1

r

@2

@r@y

� �T
; (A.201)

and the operation of Ô on a six-dimensional vector representation of a second order

tensor in three dimensions, Ô � T̂ ¼ O : T ¼ trO � T, is given by

Ô � T̂ ¼ @

@r
r
@Trr
@r

� �
þ 1

r2
@2Tyy

@y2
þ @2Tzz

@z2
þ 2

1

r

@2Tzy
@z@y

þ 2
@2Trz
@r@z

þ 2
1

r

@2Try
@r@y

:

(A.202)

The divergence of a second order tensor T is defined in a similar fashion to the

divergence of a vector; it is a vector given by

r � Tðr; y; z; tÞ ¼ @Trr
@r

þ 1

r

@Try
@y

þ @Trz
@z

� �
er þ @Try

@r
þ 1

r

@Tyy
@y

þ @Tyz
@z

� �
ey

þ @Tzr
@r

þ 1

r

@Tzy
@y

þ @Tzz
@z

� �
ez:

(A.203)

The strain–displacement relations (3.52) are written in cylindrical coordinates as

Err ¼ @ur
@r

;Eyy ¼ 1

r

@uy
@y

þ ur
r
;Ery ¼ 1

2

1

r

@ur
@y

þ @uy
@r

� uy
r

� �

Ezz ¼ @uz
@z

;Erz ¼ 1

2

@uz
@r

þ @ur
@z

� �
;Eyz ¼ 1

2

1

r

@uz
@y

þ @uy
@z

� �
; (A.204)

and similar formulas apply for the rate of deformation-velocity tensor D, (3.33) if

the change of notation from E to D and u to v is accomplished. The stress equations

of motion (4.37) in cylindrical coordinates are
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@Trr
@r

þ 1

r

@Try
@y

þ @Trz
@z

þ Trr � Tyy
r

þ rdr ¼ ru€xr;

@Try
@r

þ 1

r

@Tyy
@y

þ @Tyz
@z

þ Try
r

þ rdy ¼ r€xy;

@Trz
@r

þ 1

r

@Tyz
@y

þ @Tzz
@z

þ Trz
r

þ rdz ¼ r€xz: (A.205)

Problem

A.15.1 Calculate the components of the rate of deformation-velocity tensor D,

(3.33) in cylindrical coordinates.

A.16 Laplace Transform Refresher

The solutions to linear differential equations in time are often obtained by the use of

Laplace transforms and the Laplace transforms of discontinuous functions. Laplace

transforms provide a method for representing and analyzing linear systems using

algebraic methods. The Laplace transform variable ’s’ can directly replace the d/dt
operator in differential equations involving functions whose value at time zero is

zero. Most of the readers of this text will have been introduced to Laplace

transforms at some time in their past and find it convenient to have the salient

points about these transforms refreshed in their minds before solving the differen-

tial equations of this type.

The Laplace transform of a function f(t), 0 	 t 	 1, is defined by

Lff ðtÞg ¼ ~f ðsÞ ¼
ð1

0

f ðtÞe�stdt: (A.206)

This integral is absolutely convergent if the function f(t) is of exponential order
a, that is to say if f(t) is continuous for 0 	 t 	 1 and jf ðtÞj<ce�at where c and a
are constants. The notation for the inverse Laplace transform of the function ~f ðsÞ is

L�1f~f ðsÞg ¼ f ðtÞ: (A.207)

The Laplace transforms of derivatives and integrals are some of the most useful

properties of the transform. If the function f(t) is of exponential order and the

derivative of f(t) is continuous, then for s > a,

Lff 0ðtÞg ¼ sLff ðtÞg � f ð0Þ ¼ s~f ðsÞ � f ð0Þ; (A.208)
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a result that, by repeated application, can be used to construct similar formulas for

higher order derivatives, for example,

Lff 00ðtÞg ¼ s2Lff ðtÞg � sf 0ð0Þ � f ð0Þ: (A.209)

The Laplace transform of an integral is given by

L

ðt

0

f ðxÞ dx
8<
:

9=
; ¼ 1

s
~f ðsÞ; (A.210)

for s > a. It follows that, for a function whose value at t ¼ 0 is zero, and whose

higher order derivatives are zero at t ¼ 0, differentiation corresponds to multipli-

cation by s and integration corresponds to division by s. If the function f(t) is of
exponential order, then

Lfe�atf ðtÞg ¼ ~f ðsþ aÞ; (A.211)

for s > a�a, and if ~f ðsÞ has derivatives of all orders for s > a,

~f 0ðsÞ ¼ Lf�tf ðtÞg or ~f
ðnÞðsÞ ¼ Lfð�tÞnf ðtÞg: (A.212)

In the solution of differential equations using the Laplace transform it is often

necessary to expand the transform into partial fractions before finding the inverse

transform. The rational function P(s)/Q(s), where Q(s) is a polynomial with n
distinct zeros, a1, a2,. . ., an, and P(s) is a polynomial of degree less than n, can be

written in the form

PðsÞ
QðsÞ ¼

A1

s� a1
þ A2

s� a2
þ � � � þ An

s� an
(A.213)

where the Ai are constants. The constants Ai are determined by multiplying both

sides of the equation above by s� ai and letting s approach ai, thus

Ai ¼ lim it
s�>ai

ðs� aiÞPðsÞ
QðsÞ ¼ lim it

s�>ai

PðsÞ
QðsÞ�QðaiÞ

s�ai

¼ PðaiÞ
Q0ðaiÞ : (A.214)

Combining the two previous equations one may write

PðsÞ
QðsÞ ¼

Pða1Þ
Q0ða1Þ

1

s� a1
þ � � � þ PðanÞ

Q0ðanÞ
1

s� an
; (A.215)

whose inverse Laplace transform is given by
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L�1 PðsÞ
QðsÞ

� 	
¼ Pða1Þ

Q0ða1Þ e
a1t þ . . .þ PðanÞ

Q0ðanÞ e
ant: (A.216)

The result above was obtained by using the Table A.1 to verify that

L�1fðs� aiÞ�1g ¼ eait:

Example A.16.1

Problem: Solve the differential equation dy
dt � 5y ¼ e3t þ 4 for y(0) ¼ 0-using

Laplace transforms.

Solution: Noting that the Laplace transform of e�at is 1
sþa and that the Laplace

transform of the derivative of a function is equal to s times the Laplace transform of

the function minus the value of the function at t ¼ 0, the Laplace transform of
dy
dt�5y ¼ e3t þ 4 is sŷðsÞ � 5ŷðsÞ ¼ 1

s�3
þ 4

s , thus

ŷðsÞ ¼ 5s� 12

sðs� 3Þðs� 5Þ :

By partial fractions

1

sðs� 3Þðs� 5Þ ¼ � 4

5s
� 1

2ðs� 3Þ þ
13

10ðs� 5Þ ; thus

ŷðsÞ ¼ � 4

5s
� 1

2ðs� 3Þ þ
13

10ðs� 5Þ :

Using L�1fðs� aÞ�1g ¼ eat, the inverse Laplace transform is

yðtÞ ¼ � 4

5
� 1

2
e3t þ 13

10
e5t:

The convolution of the functions f(t) and g(t) is indicated by f ðtÞ 
 gðtÞ and

defined as the integral

Table A.1 A very short table

of Laplace transforms
Transform

function Object function Conditions

1=s 1 s>0

1=ðs� aÞ eat s>0

1=ðs2 þ a2Þ ð1=aÞ sin at a 6¼ 0; s>0

s=ðs2 þ a2Þ cos at s>0

1=ðsðsþ aÞÞ ð1=aÞð1� e�atÞ s>a
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f ðtÞ 
 gðtÞ ¼
ðt

0

f ðt� xÞgðxÞ dx: (A.217)

It can be shown that the convolution is commutative (f 
 g ¼ g 
 f ), associative
ðð f 
 gÞ 
 h ¼ f 
 ðg 
 hÞ ), and distributive ( f 
 ðgþ hÞ ¼ f 
 gþ f 
 h ). The

Laplace transform of a convolution is the product of the Laplace transforms, thus

Lff ðtÞ 
 gðtÞg ¼ ~f ðsÞ~gðsÞ: (A.218)

Example A.16.2

Problem: Solve the differential equation dy
dt � 5y ¼ qðtÞ for y(0) ¼ 0 in the general

case where q(t) is not specified, other than it has a Laplace transform.

Solution: Noting that the Laplace transform of e�at is 1
sþa and that the Laplace

transform of the derivative of a function is equal to s times the Laplace transform of

the function minus the value of the function at t ¼ 0, the Laplace transform of
dy
dt�5y ¼ qðtÞ is s~yðsÞ � 5~yðsÞ ¼ ~qðsÞ, thus ~yðsÞ ¼ ~qðsÞ

ðs�5Þ .
Observe that ~yðsÞ is the product of two transformed functions like those that

appear on the right-hand side of (A.218) above, thus from (A.218) one can see by

partial fractions that

L

ðt

0

e5ðt�xÞqðxÞ dx
8<
:

9=
; ¼ ~qðsÞ

ðs� 5Þ or

ðt

0

e5ðt�xÞqðxÞ dx ¼ L�1 ~qðsÞ
ðs� 5Þ

� 	
;

thus yðtÞ ¼ Ðt
0

e5ðt�xÞqðxÞ dx. This is a general integral to the differential equation for
any function q(t).

In the material above it was assumed for simplicity that the functions were

continuous in the interval 0 	 t 	 1. However, one of the most attractive features

of using Laplace transforms is their simplicity in dealing with functions that contain

discontinuities. The unit or Heaviside step function h(t�to) is defined as 0 for t < to
and as 1 for t > to. Since the function jumps from the value 0 to the value 1 on

passage through t ¼ to, the approach of h(t�to) to the value to is therefore different
from below than it is from above,

hðt�o Þ ¼ lim
t�>t�o

hðtÞ ¼ 0; hðtþo Þ ¼ lim
t�>tþo

hðtÞ ¼ 1: (A.219)

The function h(t�to) is multiple valued at t ¼ to and its value there depends on

how the point t ¼ to is approached. The Laplace transform of the discontinuous

function, because it integrates the function, removes the discontinuity, thus
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Lfhðt� toÞg ¼
ð1

0

hðt� toÞe�stdt ¼
ð1

to

e�stdt ¼ e�sto

s
: (A.220)

The derivative of the unit step function is the delta function d(t) which has the

value 0 for all values of t except t ¼ to. The function may be viewed as the limit as e
tends to zero of a function that has the value 1/e between 0 and e and is zero

everywhere else. These properties of d(t) are then

dhðt� toÞ
dt

¼ dðt� toÞ; dðt� toÞ ¼ 0 for t 6¼ to; and

ð1

0

dðt� toÞ dt ¼ 1: (A.221)

If the delta function is multiplied by any other function f(t), the product is zero
everywhere except at t ¼ to and it follows that

ð1

0

f ðtÞdðt� toÞ dt ¼ f ðtoÞ: (A.222)

Example A.16.3

Problem: Use Laplace transforms to solve the ordinary differential equation

representing the standard linear solid (1.8) for ~FðsÞ as a function of ~xðsÞ and vice

versa assuming that F(0�) and x(0�) are equal to zero. Then determine the creep

and relaxation functions from the result.

Solution: The Laplace transform of the differential equation for the standard linear

solid (1.8) is given by

~FðsÞ
k

þ tx
s ~FðsÞ
k

¼ ~xðsÞ þ tFs~xðsÞ: (A.223)

The solutions of this transformed equation for ~FðsÞ, and for ~xðsÞ, are
~FðsÞ
k

¼ ð1þ stFÞ
ð1þ stxÞ ~xðsÞ and ~xðsÞ ¼ ð1þ stxÞ

ð1þ stFÞ
~FðsÞ
k

; (A.224)

respectively. To obtain the creep function one sets F(t) ¼ h(t) in the second of the

equations above; thus by partial fractions

k~xðsÞ ¼ ð1þ stxÞ
ð1þ stFÞ

1

s
¼ 1

sð1þ stFÞ þ
tx

ð1þ stFÞ ; (A.225)

and to obtain the relaxation function one sets x(t) ¼ h(t) in the first of the equations
above, thus
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~FðsÞ
k

¼ ð1þ stFÞ
sð1þ stxÞ ¼

1

sð1þ stxÞ þ
tF

ð1þ stxÞ : (A.226)

Executing the inverse Laplace transforms of ~xðsÞ given by (A.225) and ~FðsÞ
given by (A.226) using inverse transform results in Table A.1, the creep and

relaxation functions (1.10) and (1.11) are obtained.

A.17 Direct Integration of First Order Differential Equations

The ordinary differential equation representing the standard linear solid (2.8) may

be solved for F(t) given a specified x(t) by direct integration of (2.8), recognizing

that it is a first order ordinary differential equation. For the direct integration

method note that all solutions to the linear first order differential equation

dx

dt
þ pðtÞx ¼ qðtÞ (A.227)

are given by

xðtÞ ¼ e

R
�pðtÞ dt


 � ð
qðtÞe

R
pðtÞ dt

dtþ C

� �
: (A.228)

where C is a constant of integration (Kaplan 1958). If one sets p(t) ¼ (1/tF) and q
(t) ¼ (1/ktF)F þ (tx/ktF)(dF/dt), then (2.8) may be rewritten in the form of the

differential equation (A.227) and it follows from (A.228) that

xðtÞ ¼ e�t=tF

 � 1

ktF

� � ðt

0

FðtÞet=tFdtþ tx

ðt

0

dF

dt
et=tFdt

�2
4

3
5þ Ce�t=tF :

For both the creep and the relaxation functions the constant C is evaluated using

the fact that the dashpot in the standard linear solid cannot extend in the first instant

so the deflection at t ¼ 0, xo, is due only to the deflection of the two springs in the

standard linear solid. The two springs must deflect the same amount, xo, thus the
initial force is Fo ¼ (k þ kR)xo. This relationship may be rewritten in the form

Fo ¼ (ktF/tx)xo, using definitions in (2.9). For the creep function the initial force,

Fo, is taken to be one unit of force; thus the initial displacement is given by

x(0+) ¼ xo ¼ tx/ktF. For the relaxation function the initial displacement, xo, is
taken to be one unit of displacement; thus the initial force Fo is given by F(0+) ¼
Fo ¼ ktF/tx. To obtain the creep function one sets F(t) ¼ h(t), thus
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xðtÞ ¼ e�t=tF

 � 1

ktF

� � ðt

0

hðtÞet=tFdtþ tx

ðt

0

dðtÞet=tFdt
2
4

3
5þ Ce�t=tF :

The integrals in this equation may be evaluated with ease using the definition of

the unit step function and the integral formula (A.222), while the initial condition

x(0+) ¼ xo ¼ tx/ktF requires that C ¼ 0, thus the creep function c(t) for the stan-

dard linear solid (1.10) is again recovered. The relaxation function for the standard

linear solid is found by the same methods with some interchange in the roles of F(t)
and x(t). In this case the selection of p(t) and q(t) in (A.227) are that p(t) ¼ (1/tx)
and q(t) ¼ (k/tx)(x þ tF(dx/dt)), then the solution of (1.8) for F(t) is given by

(A.228) as

FðtÞ ¼ e�t=tx

 � k

tx

� � ðt

0

xðtÞet=txdtþ tF

ðt

0

dx

dt

�
et=txdt

2
4

3
5þ Ce�t=tx:

To obtain the relaxation function one sets x(t) ¼ h(t), thus

FðtÞ ¼ e�t=tx

 � k

tx

� � ðt

0

hðtÞet=txdtþ tF

ðt

0

ðdðtÞet=txdt
2
4

3
5:

The integrals in this equation may again be evaluated using the definition of the

unit step function and the integral formula (A.222). Thus setting F(t) ¼ r(t) and
using the fact that the initial condition F(0+) ¼ Fo ¼ ktF/tx requires that C ¼ 0,

the relaxation function for the standard linear solid (1.10) is obtained again.
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Index

A

Achiral symmetry, 84

Anisotropy

curvilinear, 100

deformation, 81, 83

extrusion or rolling, steel product, 81, 82

stress–strain–fabric relation, 196

B

Biot constitutive equations, 233

Biot effective stress coefficient tensor, 243

Boundary value problem, 128

C

Cauchy–Green tensors, 312

Chaos, 22, 27

Chirality

helicoidal structure, 102–103

narwhal tusk, 104

plane of isotropy, 101

Chiral symmetry, 84

Congruence, 83

Conservation laws

energy

heat power, 71

internal, 70–71

mechanical power, 71–72

mechanical work, 73–74

mass, 54–56

mixtures

constituent-specific quantity, 272–273

energy, 271–272

internal energy density, 275

mass, 270

momentum, 271

total stress, 274

state of stress at a point

average stress vector, 57

mean value theorem, 60–61

stress tensor, 58–59

surface tractions on tetrahedron, 60

uniform bar, 62–63

stress equations of motion

angular momentum, 65

divergence theorem, 67

linear momentum, 65

point form, 66

stress tensor, 68–69

total force, 65

Constitutive equation formulation, 107

constitutive idea, 108–110

coordinate invariance, 115

determinism, 113–114

dimensions, material coefficients, 123–125

guidelines for, 108

homogeneous vs. inhomogeneous

constitutive models, 115–116

invariance under rigid object motions,

112–113

linearization, 114–115

localization, 111

material coefficient tensors, symmetry of,

118–123

material symmetry, 116–118

Constitutive equations, multi-constituent

porous medium, 283–285

Continuum formulations, conservation laws.

See Conservation laws
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Continuum kinematics

deformable material model

chaos, 27

deformation, 28, 31–34

deformation gradients and inverse

deformation gradients, 34

Euclidean 2D space representation, 26

material description of motion, 27

planar motion, 28–31

reference coordinate system, 25

rates of change and spatial representation

of motion

definition, 36

material time derivative, 36

rate-of-deformation tensor, 37, 38

shear rates of deformation, 37

tensor of velocity gradients, 37

velocity and acceleration,

35, 40–41

strain conditions, compatibility, 48–52

Control volumes, 1–2

Crystalline materials and textured materials

ideal crystal, 79

lattice, 79

macrocomposite man-made

materials, 81, 83

man-made composite materials, 80

natural composite materials, 81

Cubic symmetry, 88, 90

Curvilinear anisotropy, 100

D

Darcy’s law, 13

constitutive ideas, 108

constitutive restriction, 289

fluid flow through rigid porous

media, 129

quasistatic poroelasticity, 213–214

Deformable continuum model, 10–11

Deformable material model

chaos, 27

deformation, 28, 31–34

deformation gradients and inverse

deformation gradients, 34

Euclidean 2D space representation, 26

material description of motion, 27

planar motion, 28–31

reference coordinate system, 25

Deformational motion, 5

Displacement boundary value

problem, 141

Divergence theorem, 180–181

Dynamical test system, 165–166

Dynamic poroelasticity

fabric dependence

material coefficients, 243–244

tensors, 246–247

plane waves, 244–246

poroelastic waves, 237–239

quasistatic theory, 239–242

wave propagation (see Wave propagation)

E

Effective bulk modulus

composite material, 184–185

Reuss, 212

Voigt, 212

Effective medium approach, poroelasticity,

231, 232

Effective permeability, 188–190

Elastic solids, theory of

boundary value problem formulation,

140–141

deflection curve, 148–149

displacement boundary value problem, 141

elasticity and compliance, 136

elastoquasi-static problems, 140

elastostatic and elastodynamic initial-

boundary value problems, 140

Hooke’s law, 134

initial-boundary value problems, 140

isotropic elastic constants, 138–139

isotropic symmetry, 137

mixed boundary value problem, 141–142

Navier equations, 139–140

orthotropic symmetry, 137

principle of superposition, 142

pure bending, orthotropic elastic material,

143–148

strain-stress relations, 135

stress equations of motion, 134–135

traction boundary value problem, 141

uniqueness theorem, 143

wave speed, 149–151

Elastodynamic initial-boundary value

problems, 140

Elastostatic boundary value problems, 140

Elliptic partial differential equations, 128

Entropy inequality, 286–289

balance of momentum, 282

Clausius–Duhem inequality, 280

constituent-specific flux vectors, 281

Helmholtz free energy, 279–280

Euclidean space model, 3–4
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Eulerian approach, 231

Eulerian strain tensor

component forms of, 309–310

computation, 311–313

definition, 308

geometrical interpretation, 310

Eulerian stress, 317

F

Fabric ellipsoid, 195

Fabric tensor, 193–196

Fading memory, 163

Fick’s law, 109

Finite deformation elasticity, 321–322

Finite deformation hyperelasticity,

325–327

Flow-resistivity tensor, 242

Fluid content, 240

Fluid content-stress-pore pressure

constitutive relation, 211–212

Fluid flow through rigid porous media

boundary conditions, 130

Darcy’s law, 129

differential equation, 130

diffusion, 128

orthotropic symmetry, 131

pressure, 133

steady-state solution, 132–133

time constant, 130

Formulas of Nanson, 316

Fourier’s law, 289

G

Geometrical nonlinearity, 310

Gradient materials, 191

H

Harmonic plane progressive poroelastic waves.

See also Dynamic poroelasticity

amplitude and wavelength, 238

propagation, 244

Hexagonal symmetry, 87

Homogeneous constitutive model,

115–116

Homogeneous deformations

definition, 296–297

ellipse sketch, 300–302

parallel line sketch, 297–300

Hooke’s law

constitutive ideas, 110, 112

matrix material, 214

theory of elastic solids, 134

Hookian model, 11, 12

Hyperbolic partial differential equations, 128

Hyperelastic material, 325–326

I

Ideal crystal, 79

Incompressible elasticity, 328–330

Infinitesimal motion

deformation gradien, 43, 47–48

description, 42

geometric interpretation

normal strain components, 45–46

shearing strain, 47

strain tensor, 46

infinitesimal strain and rotation tensor, 45

orthogonal rotation, 44

Inhomogeneous constitutive model, 115–116

Initial-boundary value problems, 140, 150

Internal energy, 70–71

Irreversibility, mixtures

concept of entropy, 279

empirical entropy, 276

entropy production, 277–278

equilibrium state, 278

internal mechanical power, 277

thermodynamic substate, 275–276

Irreversible transition, 276

Isotropic finite deformation stress-strain

relation, 322–325

Isotropic isotropy, 89

K

Kinematics of mixtures

bulk density, 269

deformation gradient tensor, 267

material time derivative, 268

RVE, 266

velocity and acceleration, 267–268

volume fraction, 269–270

L

Lagrange multiplier, in incompressible

fluids, 155–157

Lagrangian strain tensor, 308–313

component forms of, 309–310

computation, 311–313

definition, 308

geometrical interpretation, 310
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Lagrangian stress tensor, 317–320

Lamé moduli, 137, 138

Langer lines, 301, 302

Large elastic deformations

deformation gradients, polar decomposition

of, 302–306

finite deformation elasticity, 321–322

finite deformation hyperelasticity, 325–327

homogeneous deformations

definition, 296–297

ellipse sketch, 300–302

parallel line sketch, 297–300

incompressible elasticity, 328–330

isotropic finite deformation stress-strain

relation, 322–325

strain measures for, 308–313, 317–320

transversely isotropic hyperelasticity,

331–334

volume and surface measures, 314–316

Linear continuum theories

elastic solids

boundary value problem formulation,

140–141

deflection curve, 148–149

displacement boundary value

problem, 141

elasticity and compliance, 136

elastoquasi-static problems, 140

elastostatic and elastodynamic initial-

boundary value problems, 140

Hooke’s law, 134

initial-boundary value problems, 140

isotropic elastic constants, 138–139

isotropic symmetry, 137

mixed boundary value problem,

141–142

Navier equations, 139–140

orthotropic symmetry, 137

principle of superposition, 142

pure bending, orthotropic elastic

material, 143–148

strain-stress relations, 135

stress equations of motion, 134–135

traction boundary value problem, 141

uniqueness theorem, 143

wave speed, 149–151

fluid flow through rigid porous media

boundary conditions, 130

Darcy’s law, 129

differential equation, 130

diffusion, 128

orthotropic symmetry, 131

pressure, 133

steady-state solution, 132–133

time constant, 130

formation of, 127–128

viscoelastic materials

complex modulus, 167

creep function, 161

dynamical test system, 165–166

fading memory, 163

isotropic form, stress-strain

relations, 164

Maxwell model, 168–169

phase angle, 167

properties, 164–165

relaxation function, 160, 162–163

storage and loss moduli, 166

stress increment plot, 161–162

stress response, 167–168

viscous fluids (seeViscous fluids, theory of)
Linear elastic material, 122

Linear elastic symmetries, 192

Linearization, 114–115

Lumped parameter models

conceptual model, 12, 13

consolidation model, 16

coulomb friction, 11

creep, 11–12

Darcy’s law, 13

Hookian model, 11, 12

Maxwell model, 16

permeability, sand layer, 14

stress-relaxation, 12

viscous model, 11, 12

Voigt model, 16

M

Man-made composite materials, 80

Mass conservation, 54–56

for mixtures, 270

quasistatic poroelasticity, 219–220

Material symmetry

characterization, 87–80

chirality

helicoidal structure, 102–103

narwhal tusk, 104

plane of isotropy, 101

crystalline materials and textured materials

ideal crystal, 79

lattice, 79

macrocomposite man-made

materials, 81, 83

man-made composite materials, 80

natural composite materials, 81
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curvilinear anisotropy, 100

description, 75

plane of mirror

congruence, 83

mirror symmetry, 84

RVE, 76–78

symmetric six-dimensional linear

transformation C, 95–99

three-dimensional linear transformation A,

91–95

Material time derivative, 268

Maxwell model, 16

Mean intercept length (MIL) tensor, 193–194

Mean value theorem, 60–61

Mean velocity concept, 265

Mechanical modeling, material behavior

concept of time, 2

conservation principles, 1–2

deformable continuum model, 10–11

determinism, 21

Euclidean space model, 3–4

free object diagrams, 1–2

lumped parameter models (see Lumped

parameter models)

particle model

adhesive force, 8

airborne trajectory, ski jumper, 7–8

buoyant force, 8

real object, 6

reductionism, 21

rigid object model, 9–10

Micro-macro velocity average

tensor, 241

Microstructure

effective elastic constants, 183–188

effective material properties, 179–183

effective permeability, 188–190

RVE

homogenization, 177

macro density and stress tensor, 178

stress concentration factor, 176–177

stress-strain-fabric relation, 196–197

structural gradients, 190–192

tensorial representations of, 192–196

Mixed boundary value problem,

elasticity, 141–142

Mixtures

conservation laws

constituent-specific quantity,

272–273

energy, 271–272

internal energy density, 275

mass, 270

momentum, 271

total stress, 274

entropy inequality, 286–289

balance of momentum, 282

Clausius–Duhem inequality, 280

constituent-specific flux

vectors, 281

Helmholtz free energy, 279–280

irreversibility

concept of entropy, 279

empirical entropy, 276

entropy production, 277–278

equilibrium state, 278

internal mechanical power, 277

thermodynamic substate, 275–276

kinematics of

bulk density, 269

deformation gradient tensor, 267

material time derivative, 268

RVE, 266

velocity and acceleration, 267–268

volume fraction, 269–270

Mixture theory approach, poroelasticity,

231–233

Mixture theory-based poroelasticity,

265–266

Momentum conservation, 219–220

Monoclinic symmetry, 87

Motion

infinitesimal (see also Infinitesimal motion)

deformation gradien, 43

description, 42

infinitesimal strain and rotation

tensor, 45

orthogonal rotation, 44

rates of change and spatial representation

definition, 36

material time derivative, 36

rate-of-deformation tensor, 37, 38

shear rates of deformation, 37

tensor of velocity gradients, 37

velocity and acceleration, 35, 40–41

N

Nanson, formulas of, 316

Narwhal tusk, 104
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Natural composite materials, 81

Newtonian law of viscosity, 117

Normal stresses, 58–59

O

Orthogonal tensors, 302–303, 305

Orthotropic symmetry, 87

P

Parabolic partial differential equations, 128

Particle model, 6–9

Piola–Kirchhoff stress tensor, 317–320

Plane of isotropy, 89

Plane poiseuille flow, 157–158

Plane waves, 244–246

Poisson ratio, 139, 206, 215

Pore fluid incompressibility constraints,

214–217

Poroelasticity

dynamic (see Dynamic poroelasticity)

quasistatic

Darcy’s law, 213–214

effective medium approach, 231, 232

equations of, 220–223

fluid content-stress-pore pressure

constitutive relation, 211–212

mass and momentum conservation,

219–220

matrix material, 214–217

mixture theory approach, 231–233

pore fluid incompressibility constraints,

214–217

poroelastic materials, 201–204

stress-strain-pore pressure constitutive

relation, 204–210

two-space method of

homogenization, 233

undrained elastic coefficients, 217–219

vertical surface settlement, poroelastic

material, 223–239

Poroelastic waves, 237–239

Pure bending, orthotropic elastic material

displacement field, 145–148

stress components, 143–145

Q

Quasistatic poroelasticity

Darcy’s law, 213–214

effective medium approach, 231, 232

equations of, 220–223

fluid content-stress-pore pressure

constitutive relation, 211–212

mass and momentum conservation,

219–220

matrix material, 214–217

mixture theory approach, 231–233

pore fluid incompressibility constraints,

214–217

poroelastic materials, 201–204

stress-strain-pore pressure constitutive

relation, 204–210

two-space method of homogenization, 233

undrained elastic coefficients, 217–219

vertical surface settlement, poroelastic

material, 223–239

Quasi-waves, 259–261

R

Rate-of-deformation tensor

definition, 37

geometric interpretation, 38–40

Reference configuration, 317

Relaxation function, 20, 21

Representative volume element (RVE)

effective properties, 179

microstructure

homogenization, 177

macro density and stress tensor, 178

stress concentration factor, 176–177

plane of mirror symmetry, 76–78

structural gradients, 190–191

Reuss effective bulk modulus, 212

Reversible transition, 276

Rigid object model, 9–10

Rigid porous media, fluid flow through.

See Fluid flow through rigid

porous media

Rotational motion, 5

RVE. See Representative volume

element (RVE)

S

Second law of thermodynamics, 266

Shearing stresses, 59

Shear modulus, composite material, 183–185

Skempton compliance difference tensor, 218

Spin tensor, 37

Split lines, 301

Standard linear solid, 18–19
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Strain energy function, 325

Stress equations of motion

angular momentum, 65

divergence theorem, 67

linear momentum, 65

point form, 66

stress tensor, 68–69

total force, 65

Stress-relaxation, 12

Stress-strain-fabric relation, 196–197

Stress-strain-pore pressure constitutive relation

Biot effective stress coefficient tensor,

205–206

hypothesis, 204

loading, 207–210

matrix elastic compliance tensor, 206

Structural gradients

gradient materials, 191

illustration, 190–191

linear elastic symmetries, 192

Surface tractions on tetrahedron, 60

Swampy soils, 264

T

Tensorial representations, microstructure,

192–196

Terzaghi consolidation model, 16–17

Tetragonal symmetry, 87, 89

Thermodynamics, second law of, 266

Traction boundary value problem, 141

Translational motion, 4–5

Transverse isotropy, 89

Triclinic symmetry, 87

Trigonal symmetry, 87

Two-space method of homogenization, 233

U

Unidirectional fiber-reinforced lamina, 80

Uniform dilation, 313, 314

V

Vertical surface settlement, poroelastic

material, 223–239

Viscoelastic materials, theory of

complex modulus, 167

creep function, 161

dynamical test system, 165–166

fading memory, 163

isotropic form, stress-strain relations, 164

Maxwell model, 168–169

phase angle, 167

properties, 164–165

relaxation function, 160, 162–163

storage and loss moduli, 166

stress increment plot, 161–162

stress response, 167–168

Viscous fluid theory

Lagrange multiplier, in incompressible

fluids, 155–157

Navier-Stokes equation, 154

Newtonian law of viscosity, 154

plane poiseuille flow, 157–158

Viscous model, 11, 12

Viscous resistive force, 242

Voigt effective bulk modulus, 212

Volume orientation (VO), 194–195

W

Wave equations, 128

Wave propagation

principal direction, material symmetry

amplitude vs. time, 251, 252

fast and the slow squared longitudinal

wave speeds, 248

frequency spectrum vs. time, 251, 253

micro-macro velocity average

tensor, 247

phase velocity vs. porosity, 250
squared shear wave speeds, 249

wave velocities and polarization

vector, 253–259

quasi-waves, 259–261

Wave speed, elastic plane wave propagation,

149–151

Wood, 81

Y

Young’s modulus, composite material,

185–186
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